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1 Introduction

At the RAN2#81, the study item on small cell enhancements – higher layer aspects [1] discussion was started in RAN2. The discussion was primarily focus on the small cell deployment scenario and potential challenge to be address in the study.  However, many contributions were submitted RAN2#81 on different protocol architecture options even though they were not discussed. The purpose of this contribution is to compare different user plane protocol architecture options for dual connectivity support in light of challenging issues discussed in the email discussion [81b#32] and non-ideal backhaul requirement as identified in the last meeting.

2 Discussion

Figure 1 illustrates a summary of user plane protocol architecture proposed for dual connectivity support in RAN2#81. Figure a)- e) supports data path split at macro eNB (RAN level data split). RAN level split has common behaviour such that all user data are routed to macro eNB and macro eNB performs data split. Option f) supports the data path split at S-GW (CN level data split). CN performs data split between macro eNB and small eNB.

The following describes the details of different alternatives.

Option a): This is the Rel-10/11 CA and CoMP architecture. There is one PDCP entity, RLC entity, MAC entity and PHY located in master eNB (macro eNB).  HARQ (part of MAC function) and the corresponding physical channel are located in the second eNB (small eNB). 
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Option a)

Option b): Compared to option a), MAC entity is distributed between the two eNBs. MAC layer performs the data split and forwarding. The schedulers located at each eNB are in charge of resource scheduling for the corresponding cell. Segmentation and re-segmentation of the RLC SDU to cater for particular transmission opportunity notified by lower layer is performed at the RLC located at the macro eNB. This architecture requires up to date information of transmission opportunity communicated between the eNBs over the backhaul link.    
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Option b)

Option c): Compared to option b), RLC entity is distributed between the two eNBs. RLC layer performs the data split and forwarding. The schedulers located at each eNB are in charge of resource scheduling for the corresponding cell. RLC protocol located at macro and small cell eNB involve in processing the data for transmission via the small cell. For example, RLC at the small cell may perform function and procedures required by the lower layer for the data transmission (eg: re-segmentation). While RLC located at the macro eNB performs the function and procedures required by the upper layer such as re-ordering. 
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Option c)

Option d): Compared to option c), PDCP entity is distributed between the two eNBs. PDCP layer performs the data split and forwarding and re-ordering. 
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Option d)

Option e): User data is distributed to small eNB directly from macro eNB without any processing at PDCP SDU level. The macro eNB makes the decision for data offloading at data flow levels (RABs) and the corresponding data flows are forwarded to the small cell without any processing at the macro eNB. GTP tunnelling could be used for the data forwarding over X2.
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Option e)

Option f): The data split is performed at the core network. S-GW forwards the user plane data directly to the corresponding eNB. 


[image: image6.emf]PHY

MAC

RLC

PDCP

Macro eNB

PHY

MAC

RLC

PDCP

PHY

MAC

RLC

PDCP

PHY

MAC

RLC

PDCP

Small Cell 

eNB

UE


Option f)

Table 1: Comparison of user plane architecture options

	
	RAN split
	Option f)- CN split

	
	Option a)- PHY split
	Option b)- MAC split
	Option c)- RLC split
	Option d)- PDCP split
	Option e)- PDCP SDU forwarding
	

	CN impacts: signaling load
	No impacts
	No impacts
	No impacts
	No impacts
	No impacts
	CN signalling is required for add/remove of small cell

	User data termination
	Central node
	Central node
	Central node
	Central node
	Central node
	Distributed nodes

	Backhaul requirements

(interface between eNBs)
	High capacity/ strict latency
	High capacity/ strict latency
	High capacity

Can work with non-ideal backhaul latency
	High capacity

Can work with non-ideal backhaul latency
	High capacity

work with non-ideal backhaul latency
	Doesn’t require high capacity.

Work with non-ideal backhaul latency

	New functionalities
	No new functionalities, same as Rel-10/11 architecture
	Separate scheduler

User data splitting at MAC and data delivery over X2 


	Separate scheduler

RLC improvement required at (re)segmentation/ link adaptation

User data splitting at RLC and data delivery over X2

PUCCH enhancement due to non-ideal backhaul requirement

Flow control
	Separate scheduler

Improvement for PDCP re-ordering 

User data splitting at PDCP and data delivery over X2

PUCCH enhancement due to non-ideal backhaul requirement

Flow control
	Separate scheduler

User data splitting and data delivery over X2
PUCCH enhancement

	Separate scheduler

User data splitting at S-GW
PUCCH enhancement


	User plane interruption with add/remove small cell
	Low
	low
	Medium
	Medium 
	Same level as user plane interruption seen in legacy HO
	Same level as user plane interruption seen in legacy HO

	Security impact
	No impact
	No impact
	No impact
	No impact
	Impact on security due to distributed PDCP
	Impact on security due to distributed PDCP

	UE complexity
	Low similar to Rel-10/11
	Low similar to rel-10/11
	Medium 
	medium
	Independent sets of protocol stacks
	Independent sets of protocol stacks

	Inter-vendor support requirements
	Rel-10/11 doesn’t support inter-vendor operation, requires lower layer interaction between different vendors
	Need scheduler level coordination. Generally scheduler design and policies are different
	RLC level coordination and link adaptation requires interaction between the two eNBs
	Relatively independent 
	Independent 
	Independent 


Due to the strict latency requirement of the option a) and b), such protocol architectures are challenging when considering non-ideal backhaul requirement up to 60 ms.  

Option c) and d) have similarities in terms of the backhaul requirement and performance. Option d) requires enhancement for handling of reordering of data PDUs, duplicate detection and discard function at PDCP. Option c) requires distribution of RLC functions and procedures between RLC protocol layers at the macro eNB and small cell eNB. However, PDCP may be kept unchanged.

If RAN level split is considered with non-ideal backhaul interface, some bearers with strict packet delay budget requirements needs to be excluded from offloading via the small cell even though the reception quality of the small cell is very good. CN level split does see such an issue and any bearer could be offloaded via the small cell. In addition, limited throughput of backhaul (eg: 10M) may also restrict the performance if RAN split solution. 
The user plane interruption seen during the addition/removal of small cell in Option e) and f) would be similar to the interruption seen in legacy handover. Note that in option e) and f), the small cell configuration requires the configuration of all protocol layers. Option c) and d) requires the configuration of RLC to HY when configuring the small cell. Note also that the user plane interruption experience in option c) and d) could further be improved with efficient data forwarding implementation. Option a) and b) provide the least user plane interruption.
Considering the above comparison and analysis, we propose to study user plane protocol architecture options c) to f) as candidates for dual connection support. 

3 Conclusions

This contribution discusses and compares different user plane protocol architecture options in supporting dual connectivity. Due to the strict latency requirement protocol architecture options based on lower layer tight interactions (ie: option a) and b)) are challenging when considering non-ideal backhaul requirement up to 60 ms. Therefore it is proposed to narrow down the protocol architecture options to option c) to option f). 

3 References
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