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1 Introduction
In RAN#58, Small Cell Enhancement (SCE) Higher Layer SI was approved [1]. One of the objectives of the study item is to evaluate the potential architecture and protocol enhancements for the feasible scenario of dual connectivity and minimize core network impacts if feasible, including the overall structure of control and user plane and their relation to each other, e.g., supporting C-plane and U-plane in different nodes, termination of different protocol layers, etc.

From the contributions of the last RAN2 meeting, there is a basic understanding that there should be only one S1-C connection for a dual connectivity UE and that S1-C connection should be between the MME and the Macro eNB (MeNB). However, it is less clear if the S1-U bearers for a dual connectivity UE should only exist between the S-GW and the MeNB.

This contribution discusses further the alternatives for the termination of S1-U bearers in the RAN.
2 S1 split for dual connectivity
We share the understanding that there should be only one S1-C connection for a dual connectivity UE and that S1-C connection should be between the MME and the MeNB. In fact, for the interaction between UTRAN and the core network, one key aspect to consider is that any impact to the core network should be minimized. It should thus be preferable to maintain the principle of using a single endpoint at the RAN for the S1-C connection towards the core network.

It is thus proposed that RAN2 makes the following working assumption:
Proposal 1: The S1-C connection has a single termination node in the RAN in support of dual connectivity 

For the interaction between layers, it is assumed that a small cell eNB (SCeNB) may be a stand-alone node, i.e. it may connect directly (or via a SCeNB gateway) to the core network via S1 and it may connect directly (or via a SCeNB GW) to a MeNB using existing X2 mechanisms. In such case, the SCeNB would offer stand-alone cell(s) accessible without support from a macro layer. 

In addition, it is assumed that a SCeNB may also connect directly to a MeNB or to a SCeNB GW that in turns connects to a MeNB. Such connection to the MeNB may require an augmented X2 interface. In such case, the SCeNB would offer either stand-alone cell(s) or non stand-alone cell(s) only accessible with support from the macro layer. When a UE is configured by the MeNB with physical resources for accessing a cell of a SCeNB, it is also assumed that the MeNB manages S1-C connectivity for the concerned UE on behalf of the SCeNB or on behalf of the SCeNB GW.

For the latter case, it is further assumed that the X2 interface between the MeNB and a SCeNB may be enhanced to forward control plane signaling (and possibly also user plane data in case a single S1-U is used) in-between.

Therefore, the S1-C connection for a given RRC connection will have a single RAN endpoint for any of the possible small cell deployment scenarios, independently of whether or not dual connectivity is used.

It is thus proposed that RAN2 makes the following working assumption:
Proposal 2: The S1-C connection terminates in the eNB in control of the RRC Connection (e.g. the MeNB in case of scenario #1 and #2, or e.g. a SCeNB GW or equivalent in case of scenario #3)

Termination Node Options for S1-U bearers
There are three possible alternatives to terminate S1-U bearers in the RAN:
Alt1: the S1-U bearers terminate at the MeNB only.
Alt2: the S1-U bearers terminate at the SCeNB only. The Alt2 can be broken into two alternatives:
Alt2a: there is no SCeNB GW between the S-GW and the SCeNB

Alt2b: There is a SCeNB GW between the S-GW and the SCeNB. The SCeNB GW serves as a concentrator of the SCeNB U-Plane in the backhaul 

Alt3: some of the S1-U bearers terminate at the MeNB while others terminate at the SCeNB. 
These alternatives are illustrated in the figures below.
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Alt3
The Alt3 can be viewed as a combination of Alt1 and Alt2 and therefore we will focus the rest of our discussion on Alt1 and Alt2.

This contribution further analyzes key issues to consider prior to deciding on the best way forward.  

Key Issues and Pros & Cons Analysis
Key issues, Pros & Cons  
S1-U termination at SCeNB requires PDCP in SCeNB: 
It is expected that at least some MAC functionality will be hosted in the SCeNB, given the presence of a non-ideal backhaul towards the MeNB that requires independent schedulers in each node [2]. RLC should also be co-located with the MAC in the SCeNB to best support dynamic scheduling, rate adaptation and other interactions with the MAC layer which may be more critical to system performance than interaction with the PDCP layer.

The termination of S1-U at the SCeNB requires that PDCP be also located in the SCeNB.

A possible advantage of PDCP termination in the SCeNB is that all interactions (e.g. buffer management) between RLC and PDCP are containing within the same entity similar to the existing LTE architecture.

A possible drawback of PDCP termination in the SCeNB may however be a departure from the existing AS security principles, and possible consequences on the management of a UE’s security context and the management of security keys.
· Observation 1: It is unclear whether or not RAN2 can consider S1 split with S1-U termination at the SCeNB without first consulting SA3

On the other end, if PDCP is located in the MeNB only, it is expected that there should be no impact to the current AS security architecture. R2-131327 [3] provides further details of the pros &cons of PDCP location.
Increase of signalling load toward the core network (CN): 
The deployment of the small cells may increase the number and frequency of handovers especially in dense deployments. If the S1-U terminates in the small cell, this will result in an increase of the signaling load toward the core network, due to an increase of the handover procedure signallings including the path switch messages exchanges with the CN every time there is a handover. As this is one of the core objective of the small cell study item i.e. to identify and evaluate mobility mechanisms for minimizing inter-node UE context transfer and signalling towards the core network, it would be preferable that RAN2 does not introduce an architecture that goes against this requirement. One architecture that avoids the exchange of the path switch messages with the CN during mobility between SCeNBs, is Alt1 where the S1-U bearers only terminate at the MeNB the same way S1-C connection terminates at the MeNB. With the termination of S1-U at the MeNB, the SCeNB is hidden behind the MeNB. It should be noted that SCeNB–GW (Alt2b) can be used to deal with the potential increase of signaling load toward the CN if S1-U bearers are not terminated in the MeNB although the introduction of a SCeNB-GW implies additional specification impacts. The detail evaluation of signaling impact toward the CN is certainly other working group matters (e.g. RAN3, SA2) and these groups will need to be involved should RAN2 consider the U-plane architecture option of an S1 split with S1-U termination at the  SCeNB. 
· Observation 2: S1 split with S1-U termination at the SCeNB may not meet the objective of reducing signaling overhead toward the core network
· Observation 3: It is unclear whether or not RAN2 can consider S1 split with S1-U termination at the SCeNB without first consulting RAN3 and SA2
Possibility to minimize EPS bearer interruptions when switching between SCeNB cells and when SCeNB HOF occurs: 
The termination of the S1-U bearers at the MeNB only helps minimize EPS bearer interruptions when switching between SCeNB cells and when SCeNB handover failure (HOF) occurs.
· Observation 4: S1 split with S1-U termination at the SCeNB may increase interruption time during mobility
Multi-flow i.e. one EPS bearer mapped to DRBs in both MeNB and SCeNB, see [4]: 
Multi-flow at MeNB is preferable. It reduces traffic interruption, provides better utilization of resources, increases throughput. The data anchoring node of the multi-flow is subject to less relocation if S1-U bearers terminate at the MeNB. Furthermore, considering the fact that the MeNB has a broader radio resource management view than SCeNB, it is simpler and more efficient to collocate the control of multi-flow and the termination of the S1-U bearers at the MeNB. 
· Observation 5: It is preferable to collocate the control of multi-flow and the termination of the S1-U bearers at the MeNB
DL/UL traffic splitting with DL data connection on MeNB and UL data connection on SCeNB: 
The traffic splitting scenario where the data connection in the downlink is realized via the MeNB and the data connection in the uplink is realized via the SCeNB can be viewed as a special case of multi-flow and therefore, the termination of S1-U bearers at the macro is preferable for the support of this traffic splitting scenario. In the case that UL/DL power imbalance proves to be an issue, there may be a need to split the traffic on certain EPS bearers according to the traffic direction with the downlink traffic connection on the MeNB and the uplink traffic connection on the SCeNB. To support this configuration it is preferable that the S1-U bearers terminate at one node (e.g. the Macro).
Risk of MeNB backhaul becoming a bottle neck to user plane traffic: 
In some network deployments, it is possible that the MeNB backhaul becomes a bottle neck if the S1-U bearers only terminate at the MeNB. The termination of the S1-U at the SCeNB could help mitigate that risk.

Risk of overdesign of MeNB processing capacity or risk of MeNB becoming a bottle neck:
The termination of S1-U bearers only at the MeNB implies some excess processing capacity requirement on the MeNB in comparison to terminating directly the S1-U bearers at the SCeNB without going through the MeNB. The excess processing capacity requirement is due to the fact that with the S1-U bearers termination at the MeNB, the MeNB needs to perform an extra processing of the S1 user plane protocol stack (L1/L2/IP/UDP/GTP-U) and the X2’ user plane protocol stack which could have been avoided should the S1-U terminates directly at the SCeNB. However how much of an issue this is depends on individual MeNB implementation and network deployment.

Additional latency of data going through MeNB before getting to SCeNB:
This additional latency may be the result of processing latency in the MeNB or the MeNB-SCeNB backhaul latency. As discussed above, this may or may not be an issue and it is therefore MeNB implementation and network deployment dependent.
· Observation 6: The risk of MeNB and its backhaul becoming a bottle neck should S1-U terminates at the MeNB is MeNB implementation and network deployment dependent 
Local breakout: 
The local breakout enables an operator to offload certain IP traffic at a network node close to the UE’s point of attachment to the access network which in this case may be a SCeNB. With the local breakout it is possible to optimize the user plane data towards the P/S-GW which may be a P/S-GW close to the small cell network. As suggested in [2], with all link layer protocols terminated on the SCeNB, there is no need to route the traffic via the macro eNB. For example, an IP capable UE connected via a SCeNB may access a defined IP network (e.g. the Internet) without the user plane traversing the rest of the mobile operator’s network. However, the support of local breakout is also possible with the termination of the S1-U bearers at the MeNB assuming the PDCP is placed in the SCeNB.
· Observation 7: Local breakout can be supported regardless of where S1-U terminates i.e. at the MeNB or at the SCeNB
Specification impact – RAN Interface protocols:
The termination of the S1-U bearers at the Macro eNB may require new procedures over the MeNB – SCeNB interface, such as support of interactions between PDCP and RLC, handling of path switch, establishment of data path between the MeNB and the SCeNB, etc. if some of the traffic over these bearers are to be routed through the SCeNB. 
The termination of S1-U bearers at the SCeNB may also require new procedures over the MeNB-SCeNB for the establishment and for the management of data paths on the SCeNB since RRC and S1-C are assumed to terminate in the MeNB. However, the S1-U bearers termination at the SCeNB implies the full U-Plane protocol stack in SCeNB which means minimal specification change between layers in SCeNB. 
As for the mobility management procedures (e.g. Attach or Service request) and session management procedures (e.g. dedicated bearer activation), they will for the most part be the same regardless of the S1-U bearers’ termination point. Similarly, the handover procedure will be for the most part the same regardless of the S1-U bearers’ termination point. It is clear many of these issues are RAN3 matters. However in our view the RAN interface protocol stack specification impacts that are related to the choice of the S1-U termination node are minor regardless of the choice of S1-U termination node.   

Specification impact – Security:
The termination of the S1-U bearers at the SCeNB implies the PDCP in the SCeNB. As already discussed, this may raise security concerns as it would be a clear departure from current security principles which might translate into additional impacts to specification outside the scope of RAN2.
· Observation 8: With S1 split with S1-U termination at the MeNB, the RAN2 can make protocol architecture choices with no significant specification impact to other WGs (e.g. SA3, RAN3 or SA2)
Summary Table

We show below the comparison tables of the architecture alternatives.
Table 1: Comparison Table of S1-U termination Alternatives
	Issues to consider
	S1-U Termination

Alt1
	S1-U Termination

Alt2-a
	S1-U Termination

Alt2-b
	S1-U Termination

Alt3

	Alternative description
	S1-U bearers terminate the MeNB only
	S1-U bearers terminate at the small cell eNB (SCeNB) only. 


	some of the S1-U bearers terminate at the MeNB while others terminate at the SCeNB

	
	
	SCeNB-GW is not used
	SCeNB-GW is used
	

	PDCP location
	No requirement to PDCP location
	Require PDCP location in SCeNB
	Require PDCP location in SCeNB
	Require PDCP location in SCeNB

	CN signalling load
	No increase to CN signalling load
	Increase of CN signalling load
	No increase to CN signalling load (Note1)
	Increase to CN Signaling load if SCeNB GW is not used

	Support for Multi-flow or UL/DL traffic splitting
	Preferable at MeNB
	Not Preferable at SCeNB
	Not Preferable at SCeNB or SCeNB GW
	Not Preferable at SCeNB or SCeNB GW

	Local breakout
	Supported if PDCP is in SCeNB
	Supported
	Supported
	Supported

	EPS bearer interruption during Mobility
	Mitigated
	No benefit
	No benefit
	No  benefit(Note 2)

	Bottle neck at MeNB (processing capacity or backhaul)
	May or may not be an issue depending on network implementation and deployment
	Not an issue
	Not an issue
	Not be an issue

	Additional latency of data going through MeNB
	May or may not be an issue depending on network implementation and deployment
	Not an issue
	Not an issue
	Not be an issue

	Specification Impact
	May or may not be significant. Need other working group input
	May or may not be significant. Need other working group input
	May or may not be significant. Need other working group input
	May or may not be significant. Need other working group input


Note1: This assumes the SCeNB GW is deployed such that all the SCeNBs under the coverage of a particular MeNB are under the same SCeNB GW.
Note2: No for S1-U bearers terminated at SCeNB/SCeNB-GW 
· Observation 9: In our view dual connectivity operation is simpler with MeNB S1-U termination and therefore significant benefits should be realized to motivate S1 split with S1-U termination at the SCeNB.
Proposal 3: It is proposed to agree on the identified pros & cons summary table. It is further proposed to include this summary table in the TR
Proposal 4: It is proposed to agree on the observations and proposals in this document. Furthermore it is proposed to include these observations and proposals in the TR
3 Conclusion
In this contribution we present the possible alternatives to terminate S1-U bearers in the RAN and discuss the pros and cons of the S1 split. Firstly, it should be clear that RAN2 cannot make the decision on a S1 split without consulting RAN3 (for e.g. evaluation of increase of signaling load toward CN), SA2 (for general architecture decisions) and SA3 (for an assessment of security impacts). Secondly, we show that there is no significant benefit that would motivate S1 split, and we feel that many issues become simpler with S1-U terminating in the MeNB. So let’s consider S1 split with S1-U termination at SCeNB only if it actually solves a real problem or if it brings a major system improvement, otherwise let’s just focus on termination at MeNB.

RAN2 should discuss the above set of observations and proposals, and agree to the following:
Proposal 1: The S1-C connection has a single termination node in the RAN in support of dual connectivity
Proposal 2: The S1-C connection terminates in the eNB in control of the RRC Connection (e.g. the MeNB in case of scenario #1 and #2, or e.g. a SCeNB GW or equivalent in case of scenario #3)
Proposal 3: It is proposed to agree on the identified pros & cons summary table. It is further proposed to include this summary table in the TR
Proposal 4: It is proposed to agree on the observations and proposals in this document. Furthermore it is proposed to include these observations and proposals in the TR
· Observation 1: It is unclear whether or not RAN2 can consider S1 split with S1-U termination at the SCeNB without first consulting SA3

· Observation 2: S1 split with S1-U termination at the SCeNB may not meet the objective of reducing signaling overhead toward the core network

· Observation 3:It is unclear whether or not RAN2 can consider S1 split with S1-U termination at the SCeNB without first consulting RAN3 and SA2

· Observation 4: S1 split with S1-U termination at the SCeNB may increase interruption time during mobility
· Observation 5: It is preferable to collocate the control of multi-flow and the termination of the S1-U bearers at the MeNB

· Observation 6: The risk of MeNB and its backhaul becoming a bottle neck should S1-U terminates at the MeNB is MeNB implementation and network deployment dependent

· Observation 7: Local breakout can be supported regardless of where S1-U terminates i.e. at the MeNB or at the SCeNB

· Observation 8: With S1 split with S1-U termination at the MeNB, the RAN2 can make protocol architecture choices with no significant specification impact to other WGs (e.g. SA3, RAN3 or SA2)

· Observation 9: In our view dual connectivity operation is simpler with MeNB S1-U termination and therefore significant benefits should be realized to motivate S1 split with S1-U termination at the SCeNB
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