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1 Introduction
In RAN2#81 meeting, RAN2 discussed potential scenarios and expected challenges for identified scenarios. However no consensus can be achieved.  During email discussion [1], most companies thought that compared with CA/CoMP, it is essential challenge for non ideal backhaul case that is the UE cannot utilize resources from multiple nodes.   

In this paper, in order to help to evaluate whether dual connectivity will increase user’s throughput, and to show which solution is better, we further simulate the throughput part based on schemes RB splitting via dual connectivity, packet splitting via dual connectivity and no dual connectivity.
2 Discussion
2.1 Assumption of protocol structure
As described in [2], considering resources utilization, complexity and security robustness, etc, splitting within PDCP or splitting between PDCP and RLC are better than other solutions. To evaluate dual connectivity, we use the protocol structure as depicted in figure 1.
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                               Figure 1: the offload module function

2.2 Splitting Schemes
In our simulation, every UE is configured with 2 services; one is burst traffic and another is custom traffic. Following three splitting schemes are used in our simulation separately:
· splitting scheme 1: no splitting
Scheme 1 is current mechanism, i.e. without CA or dual connectivity; the service will all be transferred in Macro or small cell node;
· splitting scheme 2: RB based splitting
As depicted in figure 2, one traffic will be always transferred via Macro eNB, another traffic will be always transferred via Small cell node. 
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Figure 2: RB-based splitting
· splitting scheme 3: Packet based splitting
As depicted in figure 3, with this scheme, the same traffic can be transferred via Macro eNB and small cell node simultaneously. 
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Figure 3: Packet-based splitting
In the following simulation, we apply a simple way to decide the policy on the offloading packet that is to pre-configure offload proportion. According to the configured offload proportion, offload module sends corresponding amount of packets to the second serving cell. This proportion is same for burst traffic and custom traffic. Based on this, we can realize RB based splitting, packet based splitting and no splitting.
2.3 Simulation Result
In our simulation, only the downlink traffic of two services is enabled, and the total data amount of two traffics is as following:
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The UPT value is used to the estimate the splitting scheme, which is computed by UE side with the formula:
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The transmission time in the above formula is identified from the application point of view. If a long packet is segmented, UE should wait for the last segment to assemble the packet and calculate the total transmission time.
Figure 4 is the CDF of different splitting schemes scaled by UPT. 
The offload ratio for the purple line is 0, which means all packets of the UEs in the pico coverage are transmitted via macro cell, i.e. no splitting. We can see that the worst performance for both burst service and custom service happens when the offload proportion is set to 0. Considering the load on macro cell is heavy, the worst performance is reasonable. 

The yellow and gray lines show the result of RB based splitting. If the custom traffic is offloaded to the pico cell, most of the packets – burst traffic packets, are still transmitted via macro cell. Due to the heavy load of macro cell the UPT of burst service is very bad. However, the custom traffic in the pico cell can achieve much higher UPT value, as yellow line in figure 4. If the burst traffic is offloaded to the pico cell, most of the packets are offloaded from macro cell to pico cell, so the load of Macro is mitigated. And considering the UE numbers in every pico cell are smaller than that of the macro cell, both the burst traffic on pico cell and the custom traffic on macro cell have the medium performance, which is illuminated by grey line in figure 4.
The offload ratio for the dark blue line is 1, which means all the packets of the UEs in the pico coverage are offloaded to the pico cell. It is special RB based splitting.
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Figure 4: the UPT comparisons of 3 splitting schemes
For the packet-based splitting scheme, different offload proportion leads to different UPT performance. Among these two alternatives (0.3, 0.7), the proportion 0.7 has the best performance for both 2 traffics. For the proportion 0.3, the performance is still better than no splitting. 
According to the performance comparison above, we could find that in case the splitting ratio is suitable the performance of packet based splitting scheme (red one) can achieve the best performance than RB based splitting and no splitting, even with the very simple splitting algorithm. If we have a smarter splitting algorithm, higher performance can be expected via packet based splitting scheme.
NOTE:
Other factors, e.g. the instantaneous channel condition, the buffer state of the second serving cell, etc. are not taken into account. If all these conditions are considered, and the offload arithmetic is designed well, the better performance would be expected.
From above analysis we have following observations:

Observation1: data volume of service will impact the performance of RB-based splitting scheme.
Observation 2: splitting algorithm will impact the performance of Packet-based splitting scheme.
Observation 3: the packet-based splitting scheme can achieve the best performance than RB-based splitting scheme and no splitting scheme.
3 Conclusion

Based on analysis in this paper, we have following observations:

Observation1: data volume of service will impact the performance of RB-based splitting scheme.
Observation 2: splitting algorithm will impact the performance of Packet-based splitting scheme.
Observation 3: the packet-based splitting scheme can achieve the best performance than RB-based splitting scheme and no splitting scheme.
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5 Appendix A: Simulation Assumptions

TABLE I.  Simulation Settings

	Parameters
	Settings/Assumptions

	Simulation time
	15s

	Warmup time
	0

	Carrier Frequency
	Macro cell: 2GHz
Small cell: 2.6GHz

	Carrier Bandwidth
	10MHz 

	Cell Layout
	57 cell hexagonal (19 NodeB, 3 sectors per eNode B with wrap-around)

4 small cells randomly placed per macro cell

	Inter-site distance
	500 m

	Deployment of small cells

	Minimum distance between macro cell and small cell: 75m

Minimum distance between small cell and small cell: 70m 

	Means bias
	0dB

	Number of UEs
	9 UEs randomly placed per macro cell coverage:

· 3 UEs randomly in macro cell, with ONE connection with macro cell
· 6 UEs randomly in small cell, with TWO connections with macro cell and small cell

	Multipath delay profile
	Typical Urban

	traffic model
	Traffic 1: Burst
· File size distribution: Truncated Lognormal
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· Inter-burst time distribution: Exponential
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	Traffic 2: Custom
· File size distribution: Truncated Lognormal
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      PDF: 
· Interval distribution: Exponential
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· FileArrival: Exponential
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	Scheduling
	PF

Independent scheduling in macro cell and small cell

	Cell selection metric
(only with no dual-connectivity)
	RSRQ 

	BLER target
	10%

	HARQ modeling
	Ideal chase combining with max 3 transmissions

	Path loss
	Macro cell: 140.7+36.7log10(R[km]), R in kilometres
Small cell: 128.1+37.6log10(R[km]), R in kilometres

	Antenna pattern
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3GPP ant (2D ant):                                                     
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                                                                              = 70 degrees,     Am = 20 dB
Small cell: 2D Antenna, omni-directional

	Maximum Tx Power of NodeB
	Macro cell: 43dBm
Small cell: 30 dBm

	Max BS Antenna Gain
	Macro cell: 14dB
Small cell: 5 dB
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