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1 Introduction
TR 36.932‎[1] indicates three priorities for studying the backhaul implication on the Small Cells studies: the Fiber, xDSL and wireless backhauls. Considering that the SCeNB (Small Cell eNB) can be deployed over the xDSL backhaul either by the Operator or by the residential users, while some of the eNBs are deployed using xDSL as backhaul and others use the Operator private backhaul, in this contribution we investigate the connectivity and the delays associated with the X2 Interface when the communication takes place between eNBs located on different type of backhauls.

X2 delays being pertinent to both RAN1 and RAN2 studies on Small Cells, a similar contribution was submitted to both RAN1 and RAN2 Small Cells AIs.

2
Background
Based on 3GPP TR 36.932[1], “the small cell enhancement should allow for low network cost by: 

· allowing for solutions aiming at different backhauls as listed in clause 6.1.3, 

· allowing for low-cost deployment, low operation and maintenance tasks, e.g. by means of SON functionality, minimization of drive tests, etc.”
In addition, “Small cell enhancement should minimize signalling load (e.g., caused by mobility) to the core network as well as increase of backhaul traffic due to increasing number of small cell nodes. “
The above requirements related to the traffic to the core network involve not only the LIPA (Local IP Access) approach but also the usage of the local X2 inter-SCeNB (Small Cell eNB) for interference coordination and handover.

 Considering additional types of backhaul introduces new challenges, some of them being analyzed in this contribution.

3
Discussion

The X2 interface, allowing the implementation of the CoMP approach, including the distributed RRM, is of paramount importance for LTE collaborative concepts. In continuation, we are going to analyze the involved connectivity and latency, which is critical for the implementation of the CoMP concepts.
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Fig. 1:   Overall E-UTRAN Architecture with deployed HeNB GW 
The architecture in Fig.1, reproduced from ‎[6], shows that there is a direct X2 connection between the HeNBs, deployed over the xDSL backhaul, similar with the SCeNBs using the xDSL backhaul. Such an X2 connection may exist also between the HeNBs (SCeNBs) and the other eNBs, including the Macro eNB (MeNB), deployed over the Operator private backhaul. However this picture is rather valid for HeNBs deployed within enterprise networks, because for SCeNBs deployed over xDSL is needed a SeGW (Security GW) in front of a HeNB GW, which will ultimately provide the needed routing. 

The direct X2 connection is problematic on xDSL networks because the ISP has to take special measures to avoid the blocking at the POP (Point of Presence) of the broadcast messages generated by ARP (Address Resolution Protocol) for IPv4 or NDP (Neighbor Discovery Protocol) for IPv6. The ARP or NDP messages are normally blocked by ISPs for avoiding traffic storms.

Observation 1: The X2 connection between SCeNBs deployed over the xDSL backhaul and other eNBs, like Macro eNB, deployed over the Operator backhaul should go through a SeGW not shown in Fig. 1.

Observation 2: The direct X2 connectivity between SCeNBs deployed over xDSL should not be taken as granted, being possible only in enterprise networks.

In continuation, we consider the special case of the SCeNBs deployed over xDSL backhaul by the Operator and a Macro eNB (MeNB) deployed over a Fiber/Wireless backhaul.  The X2 traffic is tunneled using IPSec and enters the Operator domain through a Security GW. IPSec tunneling takes place at the both ends of the link, i.e. at the eNB and at the Security GW (SE-GW). The delays shown below will not be lower in case that the SeGW and the HeNB (SCeNB) GW are placed in RAN.

The backhaul delays shown in Fig. 2 are those indicated in [1] and summarized in Table 1:
Table 1 Backhaul latencies
	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 1 
	10-30ms 
	10M-10Gbps
	1

	Fiber Access 2
	5-10ms
	100-1000Mbps
	2

	DSL Access
	15-60ms
	10-100 Mbps
	1

	Cable 
	25-35ms
	10-100 Mbps
	2

	Wireless Backhaul
	5-35ms 
	10Mbps – 100Mbps typical, maybe up to Gbps range
	1
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Fig.2  Network delays of MeNB X2 connection with SCeNB over different backhaul types
There are two cases to be analyzed:

Case 1: Connection between eNBs deployed on xDSL and on the Operator backhauls. The X2 routing is over the Se-GW, as shown in Fig.2. The traffic between the SCeNB deployed over xDSL and the eNBs on the Operator’s backhaul is tunneled through the SeGW. 
Case 2: Connection between SCeNBs deployed over xDSL. The X2 routing is done by a new HeNB GW, including X2-Proxy services (see TR37.803 ‎[5] ). The X2 Proxy is, based on the Fig. 4.4.2.3 in ‎[5], installed after the SeGW.
Both the ISP and EPC use aggregation routers implementing a number of services, such as QoS enforcement and traffic shaping, in addition to the routing itself. Cisco has measured and presented the latency results in [3]. The delays are under 1ms in these routers. However, the tunneling using IPsec involves higher additional delays, in the order of 4-10ms, as shown in [4]. 

Based on the delays mentioned in ‎[3] and 3GPP TR36.932 ‎[1], the approximated end to end delays are:

· Case 1: 45-142ms;

· Case 2: 70-225ms (see fig. 3).

The Case 2 is probably the most surprising one, as the SCeNB may be placed in the vicinity of each other, but the wired communication introduces extremely high delays.
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Fig.3 Network delay for connection of two SCeNBs over xDSL through an X2 Proxy
To the above delays should be added the internal SCeNB delays. As these depend of implementation, we are not in the position to provide numerical values. In addition, it should be added, for HeNB, the impact of the contention between the user broadband traffic and the X2 interface, especially in uplink.
Observation 3: Delays of 45-140ms between a SCeNB connected on xDSL and a MeNB or another SCeNB connected on the Operator backhaul are an optimistic value, not being considered the xDSL contention, especially in uplink, and the intra-eNB delays.
Observation 4:  Delays of 70-225ms between two SCeNBs connected on xDSL are optimistic values, not being considered the xDSL contention, especially in uplink, and the intra-eNB delays.
These high delays have a significant negative impact on the LTE functionality based on X2 interface, for both handover and Inter-Cell Interference Coordination (ICIC). While for macrocells the traffic is more stable due to the aggregation of a high number of users and is possible to reserve time-frequency resources over X2, for SCeNB, based on ‎[1], “it is likely that the traffic is fluctuating greatly since the number of users per small cell node is typically not so large due to small coverage”. This conducts to either un-used spectrum or to contentions over the “reserved” resources, depending of the scheduling policy to be applied by the SCeNBs.
Observation 5: The high handover delays will limit the speed of the robust handover and will increase the traffic over the backhaul.

Observation 6: The high delays of ICIC-related messages over the X2 interface will conduct to either non-used spectrum or to contentions over the “reserved “resources.

The computed delays are too high for the LTE cooperative RRM and robust hand-overs at medium speeds, such that we consider the usage of the OTA (over the air) SCeNB-SCeNB communication is more appropriate in case that the SCeNBs are deployed using the xDSL backhaul. It is also obvious that these delays are too high for allowing Joint Processing CoMP (JP CoMP), for the simple reason that the radio channel may change during this time.
Observation 7:  These delays are too high for allowing Joint Processing CoMP (JP CoMP), for the simple reason that the radio channel may change during this time.

Proposal 1: Due to the very high delays caused by the usage of the xDSL backhaul, it should be studied an architecture change allowing the communication over-the-air (OTA) between a SCeNB with xDSL backhaul and other SCeNBs/eNBs.
4
Conclusion
The study of the implications of xDSL backhauling for the SCeNBs conducts to the following proposals:

Proposal 1: Due to the very high delays caused by the usage of the xDSL backhaul, it should be studied an architecture change allowing the communication over-the-air (OTA) between a SCeNB with xDSL backhaul and other SCeNBs/eNBs.
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