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1
Introduction
In RAN #58, a new study item of small cell enhancement-higher layer has been approved. In the SID, one of the important objectives to study is about dual connectivity [1]:

· Identify and evaluate the benefits of UEs having dual connectivity to macro and small cell layers served by different or same carrier and for which scenarios such dual connectivity is feasible and beneficial.
· Identify and evaluate potential architecture and protocol enhancements for the scenarios in TR 36.932 and in particular for the feasible scenario of dual connectivity and minimize core network impacts if feasible, including:
· Overall structure of control and user plane and their relation to each other, e.g., supporting C-plane and U-plane in different nodes, termination of different protocol layers, etc.
In this paper, we made some analysis about the feasible scenario for dual connectivity and also some analysis on the potential impact that dual connectivity will bring up. 
2
Benefits of dual connectivity
Before introducing any feature to 3GPP, the benefits should be clear. Although dual connectivity received considerable amount of interest during the Rel-12 workshop discussion, we should also be clear what the benefit vs. cost of introducing the dual connectivity is. 
From network point of view, dual connectivity can offer flexibility and capacity: It could be foreseen that to fulfil the growing requirement of higher throughput and better performance, more and more small cells will be deployed to off-load the traffic. One of the current mechanisms to support such scenario is to use carrier aggregation, e.g. carrier aggregation scenario #4: Deploying RRHs to increase the coverage of a hotspot area. However, the cost of using normal carrier aggregation is that operator/NW vendor will have to update the macro eNB every time a small cell deployed and the aggregated cells have to be tightly coupled. Additionally, due to the basic structure of carrier aggregation, the carriers are typically handled by same logical eNB, i.e. there is typically only one scheduler. From NW point of view, it is expected that there will be a lot of small cells deployed in the near future, and if those small cells are scheduled by the same eNB, both the complexity and CN signallling will be increased dramatically.

From UE viewpoint, dual connectivity should offer reliability: Being connected to two entities can offer better connection reliability. The small cells tend to be inherently “small” in coverage, so offloading many UEs to small cells can easily start to increase the amount of handovers and corresponding CN signalling, as well as potential failures for those procedures. Dual connectivity should offer better reliability for mobility procedures by retaining connection to the overlay macro cell at the same time data is offloaded to the small cell(s). At the same time, UE power consumption should also be taken into account to avoid too much power consumption to maintain connectivity to two entities: The UE power consumption should preferably be less than in a CA case. 
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Figure 1. Potential scenario for Dual Connectivity
3
Feasible scenarios for dual connectivity

In [2], several different application scenarios for small cell enhancement were proposed, including indoor/outdoor, with/without macro coverage, ideal/non-ideal backhaul link, etc. However, it is likely we can’t support dual connectivity for all these cases and we need to figure out under which scenarios the dual connectivity could be beneficial. 
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Figure 1. Illustration of potential Small Cell Scenarios from 36.932 [2]
3.1
With and without macro coverage
One of the motivations of introducing dual connectivity is to use macro coverage to ensure the mobility performance and to use the small cell to offload traffic from macro cell. From this perspective, having dual connectivity between two small cells would not help in the offloading purpose. So we think we could mainly consider dual connectivity between macro eNB and LA eNB under this study item, which means we will focus on the scenario with macro coverage.
Proposal#1: The study item should focus on dual connectivity between macro eNB and LA eNB.
3.2
Ideal and non-ideal backhaul
Two types of backhaul link are mentioned in [2]: ideal backhaul and non-ideal backhaul. Ideal backhaul has been the common assumption in Rel-11 carrier aggregation, and means a very high throughput and very low latency, such as point to point connection using optical fiber. For non-ideal backhaul, the representative examples provided by the operators during the SI are summarized in Table 1 below. 
	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 1 
	10-30ms 
	10M-10Gbps
	1

	Fiber Access 2
	5-10ms
	100-1000Mbps
	2

	DSL Access
	15-60ms
	10-100 Mbps
	1

	Cable 
	25-35ms
	10-100 Mbps
	2

	Wireless Backhaul
	5-35ms 
	10Mbps – 100Mbps typical, maybe up to Gbps range
	1


Table 1. Backhaul options from 36.932 [2]
The general idea of dual connectivity is to let UE be connected to two eNBs with the same RRC connection. To better utilize such feature, some co-ordination between two eNBs will be helpful or even unavoidable. To evaluate under which backhaul link could be beneficial to support dual connectivity, we think we have several factors to consider:
· How much control will the macro eNB have over the LA eNB?
One of the motivations of dual connectivity is to let macro eNB handle the mobility while LA eNB improves the data throughput. The mobility could be mobility between two macro cells, or mobility between two LA cells. The former is already handled by macro eNB (by virtue of normal LTE operation), whereas the latter would typically be handled by the LA cells in HetNet studies. Assuming both of these two types of mobility would be handled by macro eNB, it would need to have at least the knowledge of the measurement results on the LA layer, and the two LA eNBs involved in the handover procedure would need to be coordinated with the macro eNB. 
Under dual connectivity, handover performance between two small cells is supposed to be better than (or at least not worse than that of) the single connectivity case. Therefore, the delay of the backhaul link should not be worse than 10~20ms, i.e. the typical X2 interface delay
In addition to the mobility aspect, some coordination for the RRM and scheduling purpose might be preferred. E.g. once the data amount of a dual connectivity UE decreases, macro eNB may choose to release the dual connectivity for this UE to save power, or change the scheduling strategy. To support such kind of coordination, similar delay than for X2 interface could be also acceptable
Observation 1: Macro eNB should be the one to control the use of dual connectivity.

· How much control signalling will need to be exchanged between macro eNB and LA eNB?
One proposed solution for dual connectivity is to split the control plane and user plane to different nodes: For example, only macro eNB could have the control plane functionality and only the LA eNB could have user plane functionality. If only macro eNB has the control plane, the radio resource related configuration will have to be configured by macro eNB as well. 

Since the radio resource is highly related to the scheduling itself so some signalling exchange between two eNBs will be needed to coordinate the changes done for RRC connection to UEs in dual connectivity. Such signalling exchange should only be about the semi-static RRC configuration, the change of which is not supposed to be very frequent, so the requirement on the delay performance is not expected to be critical. However, because the radio resource related configuration might be mainly decided by LA eNB itself, letting only macro eNB to configure those could cause more signalling overhead between macro eNB and LA eNB, and operator might still need to update the macro eNB once a LA eNB is deployed. 

Finally, it is not obvious whether splitting the user and control plane traffic to different nodes would be currently supported by the network architecture, and whether there would be implications to SA2 aspects.

· How are the data packets routed from RAN to the core network?
With dual connectivity, there are two ways to route the data packet to core network: Either all the packets are routed to the core network via macro eNB (i.e. S1-U does not go directly to S-GW from LA eNB but LA eNB needs to forward the packets first to the macro eNB, which then forwards them to S-GW), or both LA eNB and macro eNB can directly deliver the packets to core network (i.e. both macro eNB and LA eNB have S1-U connection to S-GW).
With the first option, the LA eNB has to send all the received packets to macro eNB first, and macro eNB deliver these packets to core network. Such operation is possible to be used to reduce the signalling overhead to core network, and reduce the impact when deploying small cells from time to time. However, ideal backhaul might be needed in this case because there could be big amount of data transmitted through LA link within a short period. In addition, the macro eNB may need a substantial amount of more processing capacity to handle all the data flows of several LA links, so upgrading the macro eNB may be necessary as more LA eNBs are added to the network. Further, a new interface and possibly protocol may be needed between the LA eNB and macro eNB to handle the S1-U traffic from UE to S-GW.
With the second option, data could be delivered to core network from either macro eNB or LA eNB. In this case, it is not critical to use the backhaul link to forward the packets received via radio interface so non-ideal backhaul could be possible for this operation. 
And one thing to be noted that even with ideal backhaul for dual connectivity, the two schedulers at macro eNB and LA eNB may still not be able to coordinate the scheduling decisions as well as the legacy carrier aggregation. Indeed, this may be desirable since otherwise the scheduler would have to be done within one eNB, which would not be easily scalable. 

Observation #2: Unlike the carrier aggregation operation, backhaul link between macro eNB and LA eNB may carry co-ordination information, RRC control signalling and data packets between two eNBs. How to route the data between LA and macro eNBs might have impact to the protocol, and could depend on the backhaul link quality. 
3.3
Synchronization
Synchronization between macro eNB and LA eNB are supposed to be considered and discussed according to [2]. For legacy carrier aggregation, from RAN2 point of view, we have the assumption that the subframe and SFN of all the aggregated carriers are always aligned. This is because there’s no clear benefit of supporting an offset between the SFN and subframe number on PCell and SCell, and when the PCell and SCells are synchronized, cross carrier scheduling, common DRX among aggregated carriers, etc. can be supported better. Subframe level alignment is also easy to be supported for legacy carrier aggregation case because there is only one eNB controlling multiple carriers. 

For dual connectivity, from RAN2 point of view, whether we can make the same assumption about synchronization is a relevant question and can have impact on MAC operations which depend on subframe number or SFN. However, unlike  in the legacy carrier aggregation, there will be two eNBs which may or may not have ideal backhaul link, so feasibility to have synchronization between eNBs should also be taken into account. This is also something that is acknowledged in the RAN1 small cell study item, and we expect the synchronization requirements will be further studied there.
Another aspect which may have an impact is about the frequency spectrum used in dual connectivity. Currently there is no conclusion on this yet but if macro cell and small cell are using the same carrier frequency, co-channel interference might be an important factor to consider and synchronization between macro and small cell is beneficial as studied in HetNet SI already. However, if macro cell and small cell are using different carrier frequency, interference handling will not be a motivation to synchronize the macro cell and small cell. 
3.4
Spectrum 

During the discussion about the small cell scenario, both inter-frequency and intra-frequency between macro cell and LA cell were discussed and agreed to be considered [2]. For inter-frequency case, the main target is to use 3.5GHz band to enjoy the affluent frequency resource and wider bandwidth. In this case, interference between macro cell and small cell could be avoided so that deploying many small cells within the coverage of a single macro cell could be possible. For intra-frequency case, one most important aspect to consider is how to handle the interference between macro cell and small cell, and if we take the dense deployment of small cells into account, the mechanism could be rather complex. Considering one of the targets of this study item is to find new scenario compared to HetNet Mobility, we think different frequencies for dual connectivity might be more general to consider as different deployment of small cells.

Observation #3: inter-frequency operation for dual connectivity could be simpler to consider. If we need to support intra-frequency for dual connectivity, interference handling will need to be considered.
4
Dual connectivity
4.1
Protocol architecture 

For legacy carrier aggregation, there is only one eNB controlling multiple carriers so it could be regarded just like adding more frequency resources but the protocol architecture could be basically same as single carrier case. However, for dual connectivity, one of the main motivations is to offload the scheduling complexity as well as the user data, so at least each eNB in the dual connectivity will have its own scheduler, i.e. MAC layer. 
Besides the MAC layer, the termination of RLC layer, PDCP layer and even the RRC layer could have several different options, e.g. on macro eNB only or on both macro eNB and LA eNB. 
RLC layer: 
In UMTS, NodeB only have scheduling function, i.e. MAC layer but the RLC layer is at RNC. Under such architecture, MAC layer and RLC layer could hardly get tight co-ordination so RLC layer will do segmentation prior to the scheduling and the RLC packet will have to have some fixed small size to suit the scheduling decision, which may cause more overhead. To keep the advantage of LTE system, having RLC layer at the same place with MAC layer might be a better choice. 
PDCP layer: 
PDCP layer is in charge of header compression, confidentiality and integrity protection, handover data forwarding and also discarding the expired packets. Each PDCP entity will carry the data for one radio bearer, and the traffic from core network will go through PDCP layer. There are at least two options for the termination of PDCP layer, i.e. both macro eNB and LA eNB have PDCP layer, or only macro eNB have PDCP layer. Letting both macro eNB and LA eNB have PDCP layer might require less change from the current mechanism, each link could probably operate in the same way as in the single connectivity case. Letting PDCP layer only at macro eNB may have some benefit from the security point of view, and may also provide more flexibility if eNB doesn’t want to have a hard split of radio bearer between macro link and LA link. At the same time, we need to also consider the backhaul link capacity and the macro eNB processing capacity for data forwarding since all the packets will arrive at macro eNB at first. 
RRC layer: 
How to handle RRC layer will also need some discussion. One possibility is to only let the macro eNB have the RRC layer, which means all the control plane function will be handled by macro eNB. This is also somewhat aligned with the motivation of using macro cell to handle the mobility but using small cell to improve the throughput. However, besides the mobility related signalling, there is also some radio resource related configuration signalling which will be needed by both macro cell and small cell. Letting only macro eNB have the RRC layer also means that all of the small cell related signalling has to go through backhaul link to macro eNB. 
All in all, there might not be too much controversy about having MAC layer at both macro eNB and LA eNB, but regarding the RLC layer, PDCP layer and RRC layer, some more discussion will be needed after we have settled down the application scenario. And the quality of backhaul link would be one important factor for this question. 

4.2
Simultaneous transmission and reception

Whether UE could support simultaneous transmission and reception on both links will depend on several factors like power consumption, synchronization, RF architectures, etc. Regarding the synchronization, we don’t have a conclusion yet. Regarding the power consumption, if macro eNB and LA eNB both have its own scheduler, i.e. MAC layer, it might be difficult to co-ordinate on the transmission power of a given UE. Because without tight co-ordination between two schedulers, the maximum power of UE could easily be exceeded if the UE’s maximum power is not bigger than the sum of the maximum power from two links. 
Having MAC layer at both macro eNB and LA eNB may also require PUCCH transmitted on both links, to let the scheduler have instant HARQ feedback. If UE with dual connectivity could not support simultaneous transmission on the uplink direction, it means PUCCH for two links could not be transmitted at the same time and simultaneous reception for the downlink direction could be also difficult and complex. 
Besides the difficulty and complexity caused by simultaneous transmission and reception, another point is that once UE could connect to a small cell, it is quite beneficial to use this small cell to route almost all the traffic, from both power consumption point of view and link quality point of view. In this sense, not supporting simultaneous transmission and reception will not cause big loss in throughput. 
Observation #4: Supporting simultaneous transmission and reception on both links for dual connectivity may cause some complexity for both UE and eNB under two schedulers. 
5
Conclusion

In this paper, we made some analysis on the application scenario which may have impact to the dual connectivity, and made the following observations. 
Proposal#1: The study item should focus on dual connectivity between macro eNB and LA eNB.
Observation 1: Macro eNB should be the one to control the use of dual connectivity.

Observation #2: different from legacy carrier aggregation, backhaul link between macro eNB and LA eNB may carry co-ordination information, RRC controls signalling and data packets between two eNBs, how to route the data might be the most important factor which may decide on the requirement of backhaul link

Observation #3: inter-frequency operation for dual connectivity could be simpler to consider. If we need to support intra-frequency for dual connectivity, interference handling will need to be considered.

For dual connectivity, we also gave some initial thinking about the protocol architecture and simultaneous transmission and reception. Protocol architecture is related to the application scenario as well, and simultaneous transmission and reception may be difficult to be supported. 
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