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1. Introduction

A discussion regarding whether there were any aspects of PPI to consider in relation to the existing QoS architecture took place at RAN2#80 [1]

 REF _Ref346092051 \r \h 
[2]. Although a preliminary conclusion was reached that “the PPI feature does not in any way impact the QoS contracts”, no corresponding changes to the specifications were approved at that time. Further, there was also discussion on whether applicability of the PPI feature should be restricted to only certain bearer types or not and again this did not result in any corresponding changes. In this document we further discuss some of these aspects and propose a way forward to improve the clarity of the specifications via a minor update to the current stage 2 text.
2. Discussion on QoS
2.1 Basic QoS principles
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Figure 1: The end to end QoS architecture

The basic QoS architecture of LTE/SAE is as shown in Figure 1. The following points are worth noting: 

· QoS in EPS is end-to-end (i.e exists between UE and the PGW)
· QoS is configured by the PCRF at each participating node and applies on a per EPS bearer basis 
· This happens during the registration process [4]
· Hence, the configured QoS requirements apply to any configured EPS bearers whilst the UE is in the EMM_REGISTERED state (i.e. whilst the S5/S8 bearers exist)
· It is important to note that the QoS contract therefore applies even during repeated transitions between RRC (and ECM) connected/idle

Further, from [3] it can be seen that QoS is configured and controlled based on attributes pertaining to a set of QCI labels. In particular, the Packet Delay Budget is of relevance for the current discussion.
· Packet Delay Budget (from  [3])
· The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the PCEF. For a certain QCI the value of the PDB is the same in uplink and downlink. The purpose of the PDB is to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). The PDB shall be interpreted as a maximum delay with a confidence level of 98 percent.  
· Note that this applies to both GBR and non-GBR bearers
2.2 Discussion on QoS aspects relevant for PPI

Whenever DRX is in effect at the UE (either due to the IDLE mode paging cycle or due to long DRX in connected mode), the first few downlink packets may experience additional latency.  This delay is uniformly-distributed and may be up to a maximum of the DRX cycle value.  The exact delay is not controllable as it is dependent on the time of arrival of the downlink packet.

Furthermore, if the UE is in IDLE, any new uplink or downlink user-plane packets will (on top of the above) experience an additional latency due to the need to establish the connection before the packets can be transmitted.  This delay is typically 100 ms or less.  
Thus:
· The DRX delay and any RRC connection establishment delay both eat into the PDB that has been previously negotiated end-to-end 
· The proportion of packets that exceed the QCI PDB of a given established bearer is a function not only of the DRX cycle and the RRC connection handling, but also of the traffic profile itself (i.e. the packet inter-arrival distribution)

· Assuming that the sum of the idle mode paging cycle and the connection establishment delay is larger than the PDB of any of the established EPS bearers (this is a typical case), and assuming that the network releases the UE to idle from time to time (this is also the typical case), then there will always be packets that are delayed by more than the PDB (i.e. the initial packets upon resumption of activity)
· Similar applies also to UEs that remain in connected mode, if the long DRX cycle is larger than the PDB (which can also often be the case)

Assuming a strategy of moving in and out of connected mode (based on an RRC inactivity timer at the networks as is done today), it is still likely that for 98% of packets the PDB requirements are still met (in spite of the extra delay suffered by a few initial packets when the UE moves into idle mode). 
	Observation 1: 

Today, QCI requirements (i.e. PDB) are expected to be met for 98% of packets in spite of the extra delay suffered by a few initial packets when the UE moves in and out of connected mode.


Now, with PPI, it is possible for the network to keep the UE in long term connected mode with longer DRX cycles if background data is present. This avoids any unnecessary transitions to idle mode (especially in the case of background data) and hence also the associated extra delay suffered as a result of the connection setup process. Thus the following observation can be made. 
	Observation 2: 

· When compared against traditional RRC connection handling (e.g. use of an RRC inactivity timer), the PPI feature improves the delay statistics of the data by avoiding the associated connection setup delays and hence assists the network in meeting its QoS obligations.


As the PDB requirements allow for 2% of the packets to exceed the PDB it is not correct to assume that the maximum DRX long cycle length is bounded by the PDB latency limit (e.g. 300 ms for QCI 9 on the default bearer). This is evident from the fact that today the QoS requirements are assumed to be satisfied despite the fact that UE moves occasionally into RRC idle mode during the lifetime of the EPS bearer.  

	Observation 3: 

· PDB requirements are specified for 98% of packets and hence, a DRX cycle length larger than the PDB may be used whilst still meeting the end to end QoS requirements 


One further aspect that was discussed was whether the PPI feature should be applicable only to non-GBR bearers. The above observations and QCI requirements are applicable for both types of bearer. Of course for GBR bearers, it is perhaps less likely that the network would change the DRX parameters but it could potentially react in other ways (for instance, the network could modify the uplink control channel configurations etc).  If PPI is considered less useful in these circumstances, the network is also free to either ignore PPI whenever a GBR bearer is established, or to disable PPI reporting in these cases.  The network is always aware of the existing bearers and hence it can combine this knowledge with any additional information from the UE (in the form of PPI) to make its RRM decisions. 
	Observation 4: 

· No issues have currently been identified with the use of PPI signalling in cases where GBR bearers are established 


3. Conclusion and Recommendations
Based on the observations in section 2, it is proposed to add a clarification note as seen in [5] in the stage 2 spec.
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