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1 Introduction
The document addresses the scope of the PPI indication, generally and in terms of bearers and QoS impact. 
2 Discussion
Unpredictable UE behaviour may be a main obstacle in making use of the PPI in real networks. Better guidance should be documented for better consistency. 
General

The main use case for the PPI is in our opinion that the UE can assist the network in detection of background traffic, for which the network can apply aggressive power saving without end user impact, possibly not meeting the QCI delay budget for the duration of the background traffic. 

The most typical example usage of the PPI indication is the following: 

1.  The network receives a PPI “low power”

2.  The reaction of the network is to configure a DRX that is in the same magnitude as the Idle DRX, but keep the UE in connected mode, i.e. instead of sending the UE to Idle mode.  

3.  As the UE is kept in Connected mode the signalling overhead is avoided for 
connected->Idle->connected transition, intentionally targeting background traffic packets. 

4.  When the network receives a PPI “normal”, operation according to “normal” connected mode would resume, i.e. with a DRX setting and other settings that ensure that packet delay budgets according to QCI is met. 
Observation 1: A typical use case of the “low power” configuration is to avoid Idle-Connected mode transitions, keeping the UE in connected, while maintaining a UE stand-by battery consumption that is comparable to Idle mode.
Observation 2: The “low power” configuration could result in latency comparable to the latency for the initial DL packets when transiting from Idle mode to connected mode.  

Observation 3: The “low power” configuration could indeed result in violation of QCI packet delay budget for background packets and a few initial packets, e.g. for the DL. The latency impact should not be higher than the resulting latency impact if the UE is instead sent to Idle mode at PPI low power indication, and between background packet transmissions. 

Observation 4: If the user is regularly actively using a service, the QCI packet delay budget could anyway be met for > 98% of the data, which is the requirement.

Proposal 1: Observations 1-4 shall be documented in 36.300. 
GBR and other QoS classes

Then, in rel-11, it was never discussed power saving for applications typical for GBR bearer, so we cannot say that PPI can bring benefit to such use cases. 
It could be expected that GBR bearers are established mainly when there is media transfer, i.e. with no long Idle periods, so GBR bearers could be handled in the following manner: 

ALT1) Network just reconfigures the UE to not provide PPI when the network establishes GBR bearer or the network ignores PPI from the UE while GBR bearers are established. 

ALT2) we specify that the UE shall not use PPI when a GBR bearer is established. 

And either of these alternatives would be fine. However for UE implementers it may be useful to specify the intended scope, so maybe we could assume both to be used
Proposal 2: The UE shall not use PPI when a GBR bearer is established. 
For other QoS classes it is easy to implement specific behaviour in the network such that for sensitive services the network may just reconfigure the UE to not provide PPI when the network establishes such bearer or the network ignores PPI from the UE while such bearers are established. 

We note that IMS “SRB” would typically be supported with very strict latency requirements and highest scheduling priority, and such bearer may be always established. However we also note that despite the existence of such bearers the system must anyway be designed to allow the UE to go to Idle mode for power saving, so the use case and the observations in the previous section is applicable also to such bearers. 

An example of a somewhat delay sensitive service is push to talk. For such service it would be desirable to limit the DRX for both connected and Idle mode. As the meaning of QCIs is dependent on Node Configuration and interpretation it is possible to assign such semantics for certain QCI, i.e. that DRX cycle is limited when such bearer with a certain QCI is established both for Idle mode (in the MME), and for Connected mode (in the eNB). We note that the use case and observations is previous section is applicable also to this case. 
Proposal 3: No further UE restrictions to certain bearers or QoS classes are needed for usage PPI. It is assumed that the network can adapt its behaviour to ensure that required QoS characteristics are met. 
3 Conclusions
Observation 1: A typical use case of the “low power” configuration is to avoid Idle-Connected mode transitions, keeping the UE in connected, while maintaining a UE stand-by battery consumption that is comparable to Idle mode.

Observation 2: The “low power” configuration could result in latency comparable to the latency for the initial DL packets when transiting from Idle mode to connected mode.  

Observation 3: The “low power” configuration could indeed result in violation of QCI packet delay budget for background packets and a few initial packets, e.g. for the DL. The latency impact should not be higher than the resulting latency impact if the UE is instead sent to Idle mode at PPI low power indication, and between background packet transmissions. 

Observation 4: If the user is regularly actively using a service, the QCI packet delay budget could anyway be met for > 98% of the data, which is the requirement.

Proposal 1: Observations 1-4 shall be documented in 36.300. 

Proposal 2: The UE shall not use PPI when a GBR bearer is established. 

Proposal 3: No further UE restrictions to certain bearers or QoS classes are needed for usage PPI. It is assumed that the network can adapt its behaviour to ensure that required QoS characteristics are met. 
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