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1
Introduction
When an LPP message which requires acknowledgement is sent and not acknowledged, it is resent by the sender following a time out period up to three times (LPP Retransmission Procedure). A sender is not allowed to send further LPP messages until a previously sent LPP message (which requires acknowledgement) has been acknowledged. With this procedure, it can be ensured that LPP messages arrive in the correct order, and potentially lost messages are retransmitted.

However, LPP does not provide a means to efficiently recover when an LPP message is successfully transferred but the acknowledgment for this message is lost. In this case, the sender would be obliged to keep resending the message until an acknowledgment is successfully returned.
2 
Problem Description
The Figure below shows an example of a typical LPP positioning procedure with non-piggybacked LPP Acknowledgement messages:
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a.
The server sends a request to the target for positioning measurements.

c.
The target sends a request for particular assistance data.

e.
The server returns the assistance data requested in step c.

g.
The target obtains and returns the location information (e.g., positioning measurements) requested in step a.

The Figure above uses non-piggybacked LPP Acknowledgement messages. Although, LPP Acknowledgement messages may be piggybacked on other LPP messages, non-piggybacked messages are usually needed for Request‑Response message pairs which require a certain “response time”, since LPP specifies a minimum retransmission timer of 250ms (subclause 4.3.4.1) which could produce unnecessary retransmission if a receiver delays an acknowledgment.  For example, after the server receives the LPP Request Assistance Data message at step c, it may take the server some time greater than 250ms to gather the requested data. Therefore, in order to avoid retransmission of message c by the target, a server may return a non-piggybacked acknowledgement immediately after step c. 
After step c, the target is not allowed to send further uplink messages until an acknowledgement is received in step d. Similarly, the server is not allowed to send any further downlink messages after step a until an acknowledgment is received in step b.  (Note that non-piggybacked LPP acknowledgment messages must be exempt from this restriction to avoid a deadlock when both target and server send an LPP message to one another at the same time and each request an acknowledgment.)
If requested acknowledgments are not received, the target or server would retransmit the unacknowledged LPP message up to three times. After that, the target or server would abort the session.
This retransmission procedure is designed for normal LPP request/response messages, but is suboptimal in the case that non-piggybacked LPP Acknowledgement messages have not been received (i.e., got lost due to MME or eNodeB congestion or e.g., brief service interruption in the LTE transport layer during eNB handover). For example, assume the non-piggybacked LPP Acknowledgement message in step d above has been lost, as shown in the Figure below:
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At step d above, the server has sent an LPP Acknowledgement message, but this message has not been received by the target (e.g., possibly because of a brief service interruption in the LTE transport layer during eNB handover or due to congestion). After step c in this example, the target would not be allowed to send any further uplink messages and would (according to the current specification text in LPP subclause 4.3) have to retransmit the LPP Request Assistance Data at step 1, even though the requested assistance data has already been received at step e above. (As mentioned above, the non‑piggybacked LPP acknowledgment message must be exempt from this restriction and the target acknowledges the received assistance data at step f.)
The server would detect the retransmitted assistance data request at step 1 as a duplicate. The server acknowledges the receipt of the message at step 2 but will discard the request. 
This procedure above would result in unnecessary retransmission at the target. In addition, the target will be prevented from returning the location information requested by the server in step a until the acknowledgment is received in step 2. Due to the timeout delay before step 1 occurs, this may delay completion of the location session and, in a worst case, may cause the location server to timeout on the request in step a. Instead, the target could simply accept the provided assistance data in step e as proof that the request in step c was successfully transferred, and continue to fulfil the location request from step a. The server does not need to know that the acknowledgement in step d got lost. The LPP message at step e would thereby serve as an implicit acknowledgement at the target, and the procedure would continue as usual without the additional steps 1 and 2.
Note:
 The target can infer that the provided assistance data at step e is a result of the corresponding LPP Request Assistance Data message at step c because of the included transaction ID. 
A similar situation as above could happen at the location server; e.g., when the location server sends a LPP Request Capabilities message and the UE replies with a non-piggybacked LPP Acknowledgement before sending the LPP Provide Capabilities message. If the LPP Acknowledgment is lost but the LPP Provide Capabilities message arrives, there is no reason why the server should continue to wait for the LPP Acknowledgment and retransmit the request message.

Proposal 1: 
If an endpoint can infer from a received LPP response message that a preceding LPP request message was successfully transferred, the endpoint should not be required to retransmit the request message even when a requested acknowledgment for this message is not received. The response message should instead serve as an implicit Acknowledgement message.
3
Summary

This contribution summarized the problems that can occur when an LPP Request message is successfully transferred but a non-piggybacked LPP Acknowledgment for this message is lost:

1. Waiting for the lost LPP Acknowledgement message would unnecessarily hold up sending further LPP messages by the sender of the Request message.

2. The sender would also have to retransmit the Request message, even when an LPP response to that Request message may already have been received.

This may result in unnecessary retransmission, which introduces extra signalling load in the network and may increase the overall positioning response time. 

Proposal 1: 
If an endpoint can infer from a received LPP response message that a preceding LPP request message was successfully transferred, the endpoint should not be required to retransmit the request message even when a requested acknowledgment for this message is not received. The response message should instead serve as an implicit Acknowledgement message. 
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