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1 Introduction

When determining user experience, UE power consumption plays an important role. Power consumption corresponds to the time a user can be connected to the Internet and improvements for that has also been one of the main objectives in the WI eDDA [1]. Current applications in UEs transmit different types of data; both the actual “data” but there is also “data” being transmitted without any user activity, so called background traffic. With this situation, i.e. the user not having total control of transmitted data, methods that enable (power) efficient transmission are very important. In this contribution we describe an improvement to the current specification that enables UE to switch to DRX during the scheduling of UL data when SR is pending.
2 Discussion

The UE modem has to be active to be able to transmit and to receive data. During such active sessions the power consumption (for the modem) is at its maximum. To reduce power consumption it is beneficial to reduce the amount of active time. One such action is DRX through which the receiver can be turned off. 

To obtain best possible energy efficiency, the UE should be able to use of DRX as much as possible. There are some scenarios where this is not possible even if UL/DL assignments on PDCCH are not expected. One such scenario is during UL scheduling. Whenever the UE has requested UL resources; the receiver has to remain on from the transmission of an SR on PUCCH until reception of the grant and building the corresponding MAC PDU. If the load is high, the time before receiving a grant may be long, thus consuming power unnecessarily due to not being able to stop monitoring the PDCCH. 

2.1 Scheduling delay and power consumption
In LTE, the scheduler is placed in the eNB and the Medium Access Control (MAC) layer. To schedule the users in the uplink, the scheduler sends uplink grants on the Physical Downlink Control Channel (PDCCH) specifying which resource blocks (RBs) and which transport format to use. 

The terminal supplies the eNB with information about the data in its buffers using two mechanisms; a 1-bit scheduling request (SR) or buffer status reports (BSR). SRs are transmitted on a control channel (PUCCH or RACH) while the BSRs are transmitted on the data channel (PUSCH) mostly together with user data. 
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Figure 1: Principle of UL scheduling, G=Grant, T=Transmit, R=Retransmit, N=NACK, A=ACK

The eNB schedules uplink transmissions. As the buffers are located in the terminal, the terminal has to notify eNB that it has data that it would like to transmit. If the terminal has a valid PUCCH resource for SR configured in any TTI it sends a one bit SR when the PUCCH resource is valid. Otherwise it initiates a random access procedure and cancels all pending SRs.

During the “scheduling delay”, i.e., the time used by the eNB to receive SR, process it and generate a grant, the UE receiver has to be active (UE monitors PDCCH) to be able to receive the grant.  The assumption with this setup is that the grant is received within a reasonably short time. However, for all scheduling decisions there will be a minimum scheduling delay before which the grant cannot be provided. Furthermore, there are scenarios where the “scheduling delay” can be longer, e.g. at high load, or with some scheduling policy down-prioritizing background traffic, etc. Also, sometimes the SR is lost and if SR periodicity is long (e.g. 20 ms) the UE is active over an unnecessarily long time. It would be beneficial for the UE power consumption to be able to refrain from monitoring PDCCH during the scheduling delay.

2.2 SR inactivity timer
We propose some means to reduce the time that the UE receiver needs to listen for PDCCH. A first enhancement is to reduce the active time just after sending an SR on PUCCH. Since the grant is rarely received in the subsequent sub-frame from the SR transmission, there is no reason to be active during this time. Therefore, an explicit offset could be used to allow the UE to sleep some sub-frames after sending the SR. Having a few configurable values for this offset, the network could optimize battery consumption based on its minimum UL scheduling delay. The offset could possibly be switched off as default, since otherwise the system could end up with Rel-11 UEs attached to a Rel-10 NW going to sleep when the network is not expecting. Also a configuration option could enable longer values that could be beneficial for special cases.
Further, we propose an SR inactivity timer. This inactivity timer is started after the aforementioned offset, see Figure 2. Unless, a grant has been received before the timer expires the UE enters DRX and waits for the next on-duration, see Figure 2 for illustration. With this timer it is possible to reduce power consumption in a UE and control the active time due to pending SRs. Further we assume that the D-SR prohibit timer is set so that the UE would not send another D-SR while the scheduler waits for the grant.
Proposal 1 We propose an explicit offset that allows the UE to sleep some sub-frames immediately after sending the SR.

Proposal 2 We propose an SR inactivity timer that allows the UE going to DRX during the scheduling delay; i.e. the time between SR, after the abovementioned offset, and grant.
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Figure 2: Principle of offset and inactivity timer. Present specification (top). With improvements (bottom)

In the top of Figure 2, the Rel-10 DRX mechanism is depicted. The UE triggers SR in subframe 0 and sends it in subframe 4. After sending an SR the UE is active until it has received an uplink grant and built the corresponding MAC PDU.  In the bottom of the same figure, the offset and SR inactivity timer is introduced.  Similarly as in the previous case, the UE triggers SR in subframe 0 and sends it in subframe 4.  From the SR transmission, the UE waits over an offset before it starts monitoring PDCCH due to the pending SR. After the offset (in subframe 7), the UE starts the SR Inactivity Timer and monitors PDCCH.  When this timer has expired, the UE is allowed to go to DRX even if it has not received any uplink grant. 
2.3 Evaluation

2.3.1  Calculations
The power consumption is assumed to be linearly correlated to the time the receiver is active, i.e. the number of TTIs that the UE has to monitor PDCCH. Further the assumption is that the packets are not scheduled directly but remain in the buffer for some time, either due to load or scheduling policy. For all the calculations we assume an onDuration of 1ms, a drx-InactivityTimer of 1 ms and drx-offset of 8. The value of DRX Cycle is selected to 20ms to keep latency low.
Example 1: In this case, Rel-10 DRX behavior is assumed. Assume that packets (e.g. VoIP packets) arrive in average every 20 ms. No offset and SR inactivity timer is set. See top of Figure 2 for graphical view of the example.
A packet arrives at subframe #0 (t=0). At t=3 the UE sends a D-SR and starts to monitor PDCCH.  After 4 ms, the UE is given a grant. When the MAC PDU is built a few subframes later, D-SR is no longer pending and UE stops monitoring PDCCH. Later (t=20) another packet arrives at the UE queue, and so on. In this example, in 20 subframes the UE monitors PDCCH during 7 subframes due to pending SR and an additional 4 subframes due to adaptive retransmission grants, resulting all together in about 55% of the subframes.  

Example 2: Same as example 1 but with offset = 4 ms, SR inactivity timer = 1 ms.

In the lower part of Figure 2, an offset of 4 ms and a SR inactivity timer of 1 ms are applied to the same sequence. After sending the SR in subframe 3, the receiver sleeps for 4 subframes over the offset. Then after the grant, the SR inactivity timer expires and the receiver returns to sleep after drx-InactivityTimer expires. With the suggested improvements, the UE monitors PDCCH during only 6 subframes out of 20 subframes. Thus the power saving as compared to the first example is 45%.
Example 3: Same as above but with a scheduling policy that attempts to enforce bundling of multiple UL packets.

For the sake of the discussion we assume that we want the scheduler to bundle two packets (e.g. VoIP packets) for every uplink transmission. Other assumptions are the same as for the above examples. As in example 2, the SR inactivity timer expires and the receiver sleeps, except during on-duration periods, until after a grant is received after the second voice frame. Hence, the UE monitors PDCCH for 7 out of 40 subframes. Without enhancements, the UE would be active 27 subframes out of 40 subframes.
The examples above show that there is a possibility to reduce power consumption significantly by limiting the time that the UE has to monitor the PDCCH; this without restricting scheduling flexibility very much. The proposed changes should work very well with background traffic where packets are less likely to be delay sensitive as well as with VoIP traffic where DRX cycles are short and the packet can be scheduled later if SR inactivity timer expires.

Table 1 Summary of the examples on settings of offset and SR inactivity timer.

	
	Example 1
	Example 2
	Example 3

	SR Inactivity timer
	Not set 
	1ms
	1

	UE monitors PDCCH
	11 TTIs
	5 TTIs
	7 TTIs

	UE Rx sleeps
	9 TTIs
	15 TTIs
	33 TTIs


2.3.2  Simulations

To get an idea on how these additional opportunities for DRX affect the performance with some other traffic scenarios than VoIP, we provide some simulations. The simulations show a comparison between a normal scheduling procedure without any DRX and a scheduling procedure with the abovementioned additions.

Naturally, the gain with these features will depend on the traffic characteristics as well as scheduling policy and system load. 
The following cases are compared:
· Case 1: Without DRX

· Case 2: DRX after D-SR
· Case 2a:  Offset = 5ms, SR inactivity timer = 0 ms;
· Case 2b:  Offset = 5ms, SR inactivity timer = 10 ms;
· Case 3: DRX without SR Inactivity Timer
Figure 3 shows the relative power consumption for three different types of traffic normalized with the power consumption without DRX. For each simulated scenario just one traffic type has been investigated. It can be seen that for each case, introducing offset and SR inactivity timer gives gains. For video, which is likely to be mostly DL traffic, the largest gains can be seen.
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Figure 3 Relative gain in power consumption vs. delay for three different traffic types.

2.4 Other usage scenarios
In the previous subsections, usage of an offset and SR inactivity timer is used to reduce the terminal power consumption. This is beneficial especially for VoIP traffic, where SR is triggered for each UL packet and lots of power is wasted due to pending SR. However, the offset and SR inactivity timer can be used for other purposes as well. 
As an example, in In-Device Coexistence avoidance, a DRX mechanism is used as a TDM-based solution to solve inference problems due to coexistence of multiple radios in the same device. With DRX mechanisms, unscheduled gaps are created. Those gaps can be used for transmission and reception in the ISM radio. It is preferable that those gaps are predictable and DRX Active time is not extended dynamically. If the SR inactivity timer is configured to 0 ms, then the UE is not active due to pending SRs and unexpected active time due to SRs can be avoided.
3 Text proposal for TS 36.321
5.4.4
Scheduling Request 

……………………….
If an SR is triggered and there is no other SR pending, the UE shall set the SR_COUNTER to 0.

As long as one SR is pending, the UE shall for each TTI:

-
if no UL-SCH resources are available for a transmission in this TTI:

-
if the UE has no valid PUCCH resource for SR configured in any TTI: initiate a Random Access procedure (see subclause 5.1) and cancel all pending SRs;

-
else if the UE has a valid PUCCH resource for SR configured for this TTI and if this TTI is not part of a  measurement gap and if sr-ProhibitTimer is not running:

-
if SR_COUNTER < dsr-TransMax:

-
increment SR_COUNTER by 1;

-
instruct the physical layer to signal the SR on PUCCH;

-
start the sr-ProhibitTimer.
-
if sr-InactivityTimer is configured start the sr-InactivityTimer in the srOffset subframe following the current subframe.
5.7
Discontinuous Reception (DRX)

……………..

When using DRX operation, the UE shall also monitor PDCCH according to requirements found in other subclauses of this specification. RRC controls DRX operation by configuring the timers onDurationTimer, drx-InactivityTimer, drx-RetransmissionTimer (one per DL HARQ process except for the broadcast process), the longDRX-Cycle, the value of the drxStartOffset and optionally the drxShortCycleTimer, shortDRX-Cycle, sr-InactivityTimer and srOffset . A HARQ RTT timer per DL HARQ process (except for the broadcast process) is also defined (see subclause 7.7).

When a DRX cycle is configured, the Active Time includes the time while: 

-
onDurationTimer or drx-InactivityTimer or drx-RetransmissionTimer or mac-ContentionResolutionTimer (as described in subclause 5.1.5) is running; or

-
a Scheduling Request is sent on PUCCH and is pending (as described in subclause 5.4.4) and sr-InactivityTimer is configured and running; or

-
an uplink grant for a pending HARQ retransmission can occur and there is data in the corresponding HARQ buffer; or

-
a PDCCH indicating a new transmission addressed to the C-RNTI of the UE has not been received after successful reception of a Random Access Response for the preamble not selected by the UE (as described in subclause 5.1.4).

4 Conclusion

For all UL scheduling there is a delay from the time when the SR is sent until the grant is received. We propose to allow the UE to enter DRX during the UL scheduling.  Firstly, we propose a configurable offset so that the UE can switch to DRX just after sending SR on PUCCH. Secondly, we propose a timer to limit the time the UE needs to monitor PDCCH due to pending SRs. Unless, a grant has been received before the timer expires the UE enters DRX and waits for the next on-duration. With this solution it is possible to further reduce power consumption in a UE. This provides significant gains especially for voice traffic.
Based on the discussion in section 2 we propose the following:

Proposal 1
We propose an explicit offset that allows the UE to sleep some sub-frames after sending the SR.
Proposal 2
We propose an SR inactivity timer that allows the UE going to DRX during the scheduling delay; i.e. the time between SR, after the abovementioned offset, and grant.
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