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1. Introduction
This document explains the impact of  burst traffic to the operator network nodes due to excessive signalling from UE in RRC_CONNECTED (DRX) which causes emergency and high priority call drop. This document further discusses the necessity of access control/ barring for UE in this state and proposes some solutions to solve the problem.
2. Discussion 1: Impact of burst traffic towards operator’s network node
To minimize the signaling load towards the Core Network (CN) due to frequent idle-to-active transition caused by some smartphone applications and also to minimize the service activation delay, the network operator may keep the UE in an “always-on” state, not only for IP Connectivity, but also for radio connectivity. To realize “always on” radio connectivity, instead of sending the UE immediately to RRC_IDLE when there is no outstanding data for the concerning UE, the UE is kept longer in RRC_CONNECTED in DRX state. The timer to control UE transition to RRC_IDLE (i.e., period of time where the UE is kept in DRX state after the last outstanding data is received) is an operation matter. According to the observation in the live network where the concerning timer is quite long, e.g., 300s, 75% of the UE is foreseen to be in RRC_CONNECTED (DRX) state. 
In this condition, burst traffic triggered by earthquake and tsunami disaster or public festivities will create excessive signalling to the network. Unlike in RRC_IDLE where ACB can be applied to control and bar excessive signalling attempt from the UE, there is no mean of control when the UE is in RRC_CONNECTED (DRX). In this case, the following network node will be impacted.
1. eNB

Since the access attempt from RRC_IDLE is able to be controlled by ACB, burst traffic will be dominated by the traffic from UE in RRC_CONNECTED (DRX). The assumption here is that the UE in DRX state does not have UL dedicated (Scheduling Request) resource, so that the UE needs to start from contention based RA procedure upon UL data arrival. The overload impact towards eNB is NOT mainly because of RACH radio resource overload but because of Msg.3 processing overload.
2. IMS

The access attempts that are suffered by the IMS may be caused from UE in DRX and Non-DRX state. Therefore it would be good to separate the discussion. This issue is addressed in another DOCOMO’s tdoc [1]. 
3. MME/ SGW 
The impact to the MME/SGW happens if the UE creates new dedicated bearer in addition to the ones that it already has. The typical case for access from DRX is resuming default and dedicated bearer that the UE already has (i.e., no new bearer is created). This covers the case where the UE has best-effort bearer for packet data communication and a dedicated bearer for SIP signalling to establish voice (VoLTE) service. Therefore, the use case which impacted MME/ SGW may be considered as less important use case.
In the next section, details on the above eNB impact is explained.

3. Discussion 2: The resulting problem from impacted eNB
From several previous discussions, even when traffic burst occurred, eNB RACH radio resource (PRACH and RACH preamble) will not get easily overloaded.
However, a problem is foreseen with regard to the Msg.3 processing capability of the eNB. A eNB implementation typically defines (restrict) the capability of Msg.3 processing in one second. This number would of course be different in different implementation, but the typical number of Msg.3 processing/second would be around  10 to 20% of the number of RRC_CONNECTED UE that can be kept in the concerning eNB. If the number of received Msg.3 in one second exceeds the above number, the eNB is likely to start indiscriminative discarding of Msg.3. 
The following figures shows burst increase of traffic in the live network when disaster occurs. The following figure 1 shows one example of traffic burst observed in DOCOMO network, occurred during the 3.11 disaster  (The Great East-Japan Earthquake) in Japan. The figure shows a traffic increase of at least 15 times for CS call and 3 times for PS call compared to the normal condition.
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Figure 1: Increase traffic in one of DOCOMO RNC in Tokyo during 3/11 earthquake 
In addition to that, lately we also observed that traffic tends to increase after ETWS message is broadcast. We learn there are 2 sources that contribute to this increase: (1) users who apparently tend to start communication (e.g., call or SMS friends and family, update their facebook or twitter, etc.) after receiving ETWS message, (2) some commonly installed applications which are built as such that update signalling is sent whenever the backlight of the UE becomes on. In ETWS case, since the UE’s backlight becomes on at almost the same time, huge increase of signalling, i.e., up to 18 times increase, is foreseen. This is shown in figure 2.
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Figure 2: ETWS triggered burst traffic
The Problem

As shown in the two figures above, the traffic increase is more than 5 to 18 times of the usual. Since the Msg.3 processing capability of the eNB is only 10 to 20 percent of the overall number of maximum RRC_CONNECTED UE, the discarding process is likely to happen even though the eNB still has some room to admit RRC_CONNECTED (Non-DRX) user. (This is because the RACH processing is performed by different processing part than the one for processing RRC CONNECTED UEs.) Since the eNB performs the discard in indiscriminative manner, we foresee a serious problem of high number of emergency call drop as well as high priority call drop. High number of call drop of these kind of “important” call types is a sensitive problem and seldom taken as reliability indicator of an operator network. Although the problem is rooted from implementation issue, we found that this is a typical implementation and therefore a standardized mechanism should be defined to solve this problem.
Proposal 1: 
It is proposed for RAN2 to discuss and confirm the necessity of a standard mechanism to prevent emergency and high priority call drop of DRX UEs when burst traffic occurs.
4. Possible alternative solutions

We think that the following are some solutions that are possible to solve the problem.
1. Special PRACH resources for Emergency Call and High Priority Call
In this solution, the network provides a special PRACH resources or RACH preamble for emergency call and UE with high priority Access Class by indicating them in the SIB. This solution can be realised by adding new IEs in the RadioResourceConfigCommon of the SIB2 to indicate the (P)RACH radio resources common each for UE with emergency call and high priority call. 

The specification impact of this solution is relatively small compared to solution 2, although some impact in the UE side is foreseen. This solution is effective for solving the problem since the eNB can always identify the PRACH from the UE with high priority AC or attempting emergency call and prevent the discarding of the associated Msg.3, even during the data burst occurrence. 
2. Applying ACB in RRC_CONNECTED (DRX)
In this solution the network will send information of the Access Class of the barred UE. Those UE are prevented from transmitting RA preamble upon UL data arrival. More discussion is needed on the MAC layer behaviour (e.g., cancelled Scheduling Request), on the interaction between MAC and RRC upon SIB reading by the UE during RRC CONNECTED, etc.
The specification impact for this solution is quite big. Impact to network and UE are also foreseen. However, this solution is effective and robust for solving the problem since the UE will refrain from attempting normal call so that discarding does not likely to happen in the eNB. This solution is also future-proof such that can be easily extended for different type of call/ communication, e.g., low priority call.

3. RRC Connection Group Release

Similar solution is available already in UMTS. In addition to RRC signalling enhancement, simultaneous release of S1-AP should also be supported in order not to create additional S1 signalling towards the CN for UE context release purpose.
More discussion is needed on how to define Group Release in LTE. In UMTS the RRCConnectionRelease for group release is using CCCH, while it is not supported in LTE. If RRCConnectionRelease is defined in CCCH then the network needs to make sure that RRCConnectionRelease-CCCH will be received in On Duration period of the DRX UE. In addition to the specification impact in NW side and UE side, network operation impact is also foreseen for this solution, i.e., network needs to send RRCConnectionRelease several times to make sure the UE receive it. 

The effectiveness of this (including all release-based) solution is questionable, since it cannot avoid (or it would be too late to prevent) the discarding of Msg. 3 associated with emergency call/ high priority call during the occurrence of traffic burst.
Proposal 2:
It is proposed for RAN2 to discuss the suitable solution for solving problem of emergency and high priority call drop of DRX UEs when burst traffic occurs.
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The Great East Japan Earthquake struck at 14:46
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