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1
Introduction

During the RAN2#75 meeting, a few contributions were made [1], [2], which aimed at solving the problem of the PS RAB RLC unrecoverable error  in case of the multi-RAB configuration, e.g., CS RAB and PS RAB. As per current TS 25.331 [1], whenever  the PS RAB experiences the RLC unrecoverable error in the UE, the UE must initiate the Cell Update procedure thus impacting the CS RAB. To avoid bad  quality of service for CS, it has been proposed to either terminate the whole PS RAB [2] or re-establish the RLC  entity for the corresponding PS RAB [1]. During the RAN2#75bis meeting, a few more papers on the same topic were contributed [6-9]. During RAN2#77 and RAN2#77bis, no further consensus was reached. 

In this paper we present our view on how this problem can be mitigated by the network side to serve the legacy UEs with the multi-RAB configuration. 

2
PS RAB unrecoverable error

2.1 General considerations

Before considering scenarios, in which the PS RAB unrecoverable error can occur, and possible solutions to overcome the problem, we would like to point out the fact that this problem has been observed with the legacy UE with the multi-RAB configuration, including the R99 DCH channel. As a result, any adopted solution should account for the fact that the existent UEs and the new ones coming to the market in the near future will not be able to introduce any agreed enhancements. Thus, if the intention is to solve this problem not only for the future UE, but also for existent ones, then an agreed solution (or a set of them), must account for UEs with different capabilities and behavior.   

Another important issue to mention is how the SRBs are mapped. In the multi-RAB configuration, they can be mapped to either DCH, similar to the CS RAB, or HSPA where the PS RAB is. In the latter configuration case, any solution based on the RRC signaling may fail completely, in most cases regardless of whether the PS RAB experiences constant drops either in uplink or downlink direction. Since the SRBs mapping is the network configuration choice, it should also be taken into account while considering a particular solution. 

2.2 Possible scenarios

We will present a few scenarios where the PS RAB has constant packet drops either in uplink, or downlink, or both directions. For the sake of simplicity, our assumption is that SRBs are mapped to DCH and, as a result, are not vulnerable to packet drops. 

1. The PS RAB is coverage limited in the downlink direction. In this case, if there is the downlink initiated transmission, then a UE will never receive those packets (or will always receive them erroneously), thus not being able to detect the problem and signal about it over RRC. To our understanding, the NodeB should not schedule data in the downlink direction observing too low CQIs and/or constant HARQ failures. Even if the NodeB RRM fails for any internal reason, then, in turn, the RNC can detect this problem simply by tracking on how may retransmissions are done for each RLC PDU. If there is the uplink initiated transmission from a UE, then all the uplink RLC PDUs are delivered successfully to the RNC, whereas the downlink RLC ACKs constantly fail. The UE can detect this situation and signal it, on demand, to the RNC. In addition, similar to the already considered case, the RNC can also detect the PS RAB downlink coverage problem and predict the RLC unrecoverable error based on the number of uplink RLC PDU retransmissions. Another way for the RNC to detect this problem in this case is to observe the fact the NodeB output buffer state does not change. However, this is true only for the case when NodeB obeys CQIs and do not send out data for very low downlink channel quality.  

2. The PS RAB is coverage limited in the uplink direction. In this case, if there is the downlink initiated transmission, then the RNC does not receive the RLC PDU ACKs because they are dropped. However, the problem is detectable at both sides by just tracking the number of retransmitted RLC PDUs. If a UE initiates first the transmission in the uplink direction, then the RNC may fail to detect the PS RAB UL coverage problem because it does not receive the RLC PDUs at all. However, the Node B has a possibility to send to the RNC the “HARQ failure indication” [3]. Thus, based on these indications, the RNC can construe that PS RAB uplink has been experiencing problems. 

As a small summary, the network side can detect and react accordingly in all the cases regardless of whether it is uplink or downlink PS RAB coverage problem or which side initiates the data transmission. The UE can also detect the problem except one case: when the PS RAB has a limited coverage in downlink and the network initiates the data transmission.

In [10], some further real-life statistics were presented regarding when the PS RAB RLC unrecoverable has occurred. According to that paper, the majority of cases can be classified as: “infrastructure backhaul congestion”, “NodeB corruption of RLC PDUs”, “PS RAB addition and reconfiguration.” To our view, two first cases are pure deployment and implementation ones, which can be solved by appropriate efforts at the RAN side. Otherwise, if the network continuously delay and/or corrupts RLC PDUs, then any solution will fail. Regarding the PS RAB addition and deletion, this the RNC RRM issue, which can be also fixed by choosing an appropriate algorithm and/or thresholds to reconfigure the primary serving cell.

3
Solutions for the PS RAB unrecoverable error

As considered in section 2.2, the RNC can detect the problem with the PS RAB coverage in the downlink or uplink direction regardless of which side initiates the data transmission. The maximum number of RLC PDU re-transmissions is controlled by the MaxDAT parameter, signaled by the network [4]. After that, the reset procedure is initiated, where the maximum number of RESET PDU retransmissions is also controlled by the network via the MaxRST parameter [4]. Thus, by keeping track of the number of retransmitted RLC and/or RESET PDUs, the RNC can know when the RLC runs out of retransmissions and the PS RLC unrecoverable error happens. To avoid it and to keep the CS RAB running without being dropped, the RNC can terminate proactively the PS RAB. This approach is applicable for all the UE releases, including the R99 cases when the PS RAB is mapped to DCH, and does not require any changes at the UE side. As for Rel-11, it can be enhanced with an additional functionality where the network sides initiate the RAB re-establishment procedure, as in particular was suggested in [12].

It is worth noting that the network side initiated release of the PS RAB does not contradict with an approach when a UE releases the PS RAB on its own based on  the number of observed RLC and/or RESET PDU retransmissions and/or any other internal reason. This is similar to the RNC behavior explained above. Even though a UE cannot detect the problem  in certain cases, such a behavior can complement the network side and make the whole system more robust. It  is worth noting a proposal in [11] where a UE just ignores the RLC unrecoverable error without initiating the CELL UPDATE procedure. 

Another UE side solution is to use the SCRI message, as proposed  in [1],  [2], [7] and [8], [9].  However, our view is that any adopted solution based on the SCRI message should be simple so as not to cause any additional complexity to the UE and network sides. 

4
Conclusions

In this paper,  we have presented the analysis of the problem when the PS RAB RLC unrecoverable error occurs with the multi-RAB configuration thus impacting the performance of the CS RAB. Based on the presented scenarios, the RNC can detect and predict the PS RAB unrecoverable error and to terminate the PS RAB to keep the CS RAB unaffected. This solution is applicable for all the UE releases. 
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