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1  Introduction
At RAN2#78 it has been agreed to introduce a UE side reordering timer to handle data skew in the Multiflow inter-site operations, following a scheme similar to E-UTRA MAC reordering. Corresponding stage-3 CRs have been submitted for email discussion afterwards.
This paper describes some drawbacks of the agreed scheme, and (re)presents an optimized algorithm to efficiently handle RLC skewing at the UE side, reflecting a proposal previously submitted and discussed in RAN2 [1],
2 Discussion
Based on the last RAN2 agreement, it is assumed that the UE is configured with a certain reordering timer, called Treordering below. The basic UE timer-based mechanism agreed in RAN2 [2], and later implemented in draft stage-3 CRs, consists in prohibiting the UE to send a NACK for a missing PDU till the expiry of Treordering, which may not be very efficient. 

In particular, there can be cases when the UE can figure out whether a missing PDU is due to a genuine loss or skew before the timer expires, thus it could avoid unnecessary NACK delays, improving overall Throughput performance. 
2.1 Basic Treordering mechanism

A description of the basic reordering scheme, as currently proposed, is provided here as reference.

The following RLC Receiving entity State Variables are defined and used (last two ones are new) for the LTE-like reordering functionality in MF-HSDPA inter-NodeB operation.
· VR(R): Sequence Number following that of the last in-sequence AMD PDU received
· VR(H): Sequence Number following the highest Sequence Number of any AMD PDU received or identified to be missing
· VR(MS): Highest possible value of the Sequence Number which can be indicated by “LSN” when a STATUS PDU needs to be constructed
· VR(X): Sequence Number following the Sequence Number of the RLC data PDU which triggered Timer_Reordering
A timer Timer_Reordering is introduced to control the skew handling at the UE. As per proposed stage-3 requirements, 

· This timer shall only be used when so configured by upper layers. 
· There is only one Timer_Reordering running at a given time. 
· While it is running, any positive or negative acknowledgment is prohibited.
The status report may be updated during this time. 

The timer is started and stopped according to the rules described in the following paragraphs.

2.1.1 Reception of AMD PDU by the Receiver

Upon reception of an AMD PDU, the Receiver shall (among other tasks):

-
if Timer_Reordering is configured:

-
if a received AMD PDU SN = VR (MS)

-
update VR(MS) to SN of the first AMD PDU that has not been received;

-
if Timer_Reordering is running:

-
if VR(X) = VR(R); or

-
if VR(X) falls outside of the receiving window and VR(X) is not equal to VR(MR):

-
stop and reset Timer_Reordering;

-
if Timer_Reordering is not running (includes the case Timer_Reordering is stopped due to actions above):

-
if VR (H) > VR(R):

-
start Timer_Reordering;

-
set VR(X) to VR(H).

2.1.2 Expiry of Timer_Reordering

Upon expiry of the timer Timer_Reordering, the Receiver shall:

-
if at least one status report was triggered during the time the transmission of a status reports was prohibited that could not be transmitted due to prohibition; and

-
if transmission of a status reports is no longer prohibited by any of the functions "STATUS prohibit":

-
update VR(MS) to the SN of the first AMD PDU with SN >= VR(X) which has not been received;

-
transmit one status report to the Sender, using the procedure described in subclause 11.5.2.3.

-
if VR(H) > VR(MS):

-
start Timer_Reordering;

-
set VR(X) to VR(H).

2.1.3 STATUS PDU contents to set

On triggering of a status report, the Receiver shall:

-
if the "STATUS prohibit" is not active:

-
if Timer_Reordering is not configured:

-
include negative acknowledgements for all AMD PDUs detected as missing;

-
include an ACK SUFI positively acknowledging all AMD PDUs received up to at least VR(R);

-
if Timer_Reordering is configured, for all SN such that VR(R) <= SN < VR(MS):

-
include negative acknowledgements for all AMD PDUs detected as missing;

-
include an ACK SUFI positively acknowledging all AMD PDUs received up to at least VR(R);

2.2 Drawbacks with basic Treordering handling

Based on the above variables, parameters and rules, the example shown in Fig.1 highlights the potential performance issues when using the basic Treordering mechanism.

[image: image1.emf]1  2

3  4  5 6

7  

8

VR(MS)

VR(R)

=> Start Timer_Reordering:1 

VR(X)

VR(H)

1  2

3  4  5

6 7  

8  9

10  11

VR(H)

VR(MS)

VR(X)



Send STATUS PDU (NAK SN: 3,4,5; ACK SN: 6,7)



Start Timer_Reordering:2

T2 - Upon expiry of timer;

• VR(MS) = SeqNo of first PDU with 

SN>=VR(X) which has not been received

• If VR(H)>VR(MS)



Start timer_reordering



VR(X) = VR(H)

VR(R)

T1 - Upon Reception of PDU and 

Timer Treordering is not running;

• If VR(H)>VR(R)



Start timer_reordering



VR(X) = VR(H)

Timer_Reordering:1 

expires

T1

T2

1  2

3  4  5

6 7  

8  9

10  11...  

…12 13  14  15 16 17

VR(H)

VR(MS)

VR(X)

VR(R)

T3

Timer_Reordering:2 

expires



Send STATUS PDU (NAK SN: 8,9; ACK SN: 10-16)

T3 - Upon expiry of timer;

• VR(MS) = SeqNo of first PDU with 

SN>=VR(X) which has not been received

Legend

Blue: PDUs sent from NodeB1

Black: PDUs sent from NodeB2

Red: Missing/Lost RLC PDUs

Green: PDUs not yet arrived


Figure 1. Example of performance issues using the basic Treordering mechanism
NOTE: numbers in the picture (1-17) refer to RLC PDU SN (Sequence Numbers).

· At T1,  UE starts the 1st Treordering once detects the PDU gap/hole (PDUs 3-6) after SN7 arrives, which could be skew or lost PDUs. VR(X) is set to VR(H) (SN8).
· At T2, 1st Treordering expires. 
VR(MS) is moved to the next gap (PDU 8), VR(X) is moved to VR(H) (SN11). UE can report the missing PDUs (3, 4, 5) and ACK the received ones till VR(MS).
In addition, PDU 6 has arrived from NodeB1 and PDU 10 has arrived from nodeB2; PDUs 8 and 9 have not arrived (skew or lost), thus the 2nd Treordering is started (note that the timer for PDUs 8 and 9 can only be started after the first timer expires (even if gap was detected much earlier). 
· At T3, the 2nd Treordering expires and UE can report the missing PDUs (8, 9). PDUs 11-16 arrive at the UE.
In summary, the retransmission delay for RLC PDUs 3-5 is equal to Timer_Reordering, whilst the retransmission delay for RLC PDUs 8 and 9 can be in the range [Timer_Reordering to 2*Timer_Reordering], depending on when the gap was detected (not specifically indicated in the figure above).

By generalizing the above scenario, retransmission of RLC PDUs lost over the air will be delayed by at least Treordering and up to 2 * Treordering. 
2.3 Optimized Treordering handling

The UE RLC entity has the knowledge, from the MAC layer, of which cell a RLC PDU is received on. Based on this knowledge, the RLC receiver at the UE can maintain the largest RLC sequence number received from each cell (denoted as LSN A and B below). Based on such RLC knowledge, when the UE finds a new gap in the RLC sequence number (SN), it can apply the following additional/optimized logic:
· If the SN in the a gap is smaller than both of the two LSN A and B, the gap is a genuine loss and a NAK will be sent in the next Status PDU (i.e. at TSP expiry). If a reordering timer is started for this gap, it can be stopped.
To understand the proposed optimization’s benefits, the UE behaviour is illustrated in Fig.2 for the same example described earlier. 

NOTE: numbers in the picture (1-17) refer to RLC PDU SN (Sequence Numbers).

When first RLC SN gap is detected UE starts Timer_Reordering (as in the basic scheme). Afterwards, 

· At a certain time T1’ (may be earlier than T2), when PDU 6 is received from NodeB 1 (PDU 7 was already received from NodeB 2), UE knows that PDUs 3, 4 and 5 are lost. 
· Similarly, at a certain time T1” (may be earlier than T2), when PDU 10 is received from NodeB 2, UE knows that PDUs 8 and 9 are lost. 
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Figure 2. Example of performance benefits using the optimized Treordering mechanism
As a consequence, the retransmission delay for RLC PDU 3, 4, 5, 8 and 9  is less or equal than Timer_Reordering, thus shorter (especially for PDUs 8 and 9) compared to the basic Treordering algorithm. 
To generalize the benefits of the proposed optimization, it allows the retransmission Delay for any given missing PDU to be capped by Timer_Reordering (less or equal to Timer_Reordering). In addition, it leaves the ACK/NACK periodicity to be controlled by legacy mechanisms (e.g. TSP: Timer Status Prohibit).
3 Performance comparison
Some simulations have been performed to evaluate the difference in performance between the basic Treordering timer and the proposed optimized algorithm. The simulation framework and initial results are described in the following sections.
3.1 Simulation Setup
Two geometry locations are considered for the MF-HSDPA UE:
	Case
	Serving Cell Rx Power (dBm)
	Non Serving Cell Rx Power (dBm)
	Total Noise Rx Power (dBm)
	Geometry  of Serving Cell relative to Secondary Serving Cell  (dB)

	1
	-80.5
	-83.7
	-83.5
	~3

	2
	-83.3
	-83.3
	-82.1
	0


The following simulation parameters/assumptions were used.
· Application transport protocol: UDP
· File Size: 1Mbit, 2Mbit, 5Mbit, 10Mbit
· H-ARQ Residual BLER (%): 0.5%, 2%
· Results averaged over 100 random seeds
· Channel: PA3

· Dual Rx LMMSE EQ UE
· No loading (Single User)
· Timer Reordering: 100ms, 200ms
· TSP: 100ms (in the optimal scheme, Status PDUs are always spaced apart by at least TSP)
· Flow Control: Realistic flow control with 60ms flow control period
3.2 Simulation Results 

Based on the above simulation setup, the following results have been observed.
a) Geometry (of Serving Cell vs. Assisting Serving Cell) = 3 dB
Table 1. Geometry = 3 dB, Treordering = 100ms
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Throughput (Mbps)

Reordering Timer = 100ms Reordering Timer = 100ms

File Size File Size

1Mbit 2Mbit 5Mbit 10Mbit 1Mbit 2Mbit 5Mbit 10Mbit

Non MultiFlow

2.66 2.95 3.30 3.32 2.77 3.01 3.24 3.29

MF: Basic Timer_Reordering

2.88 3.42 4.18 4.59 3.30 3.93 4.45 4.70

MF: Optimal Timer_Reordering

3.23 3.85 4.36 4.60 3.45 4.06 4.48 4.70

MF: Basic Timer_Reordering gain (%)

8.5 15.9 26.9 38.3 19.1 30.7 37.2 43.0

MF: Optimal Timer_Reordering gain (%)

21.7 30.6 32.4 38.5 24.6 35.0 38.1 43.1

MF:Difference between Optimal and Basic (%) 13.3 14.7 5.5 0.2 5.4 4.3 0.9 0.0


Table 2. Geometry = 3 dB, Treordering = 200ms
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Throughput (Mbps)

Reordering Timer = 200ms Reordering Timer = 200ms

File Size File Size

1Mbit 2Mbit 5Mbit 10Mbit 1Mbit 2Mbit 5Mbit 10Mbit

Non MultiFlow

2.66 2.95 3.30 3.32 2.77 3.01 3.24 3.29

MF: Basic Timer_Reordering

2.64 2.98 3.88 4.41 3.04 3.43 4.23 4.58

MF: Optimal Timer_Reordering

3.20 3.85 4.45 4.68 3.43 4.06 4.48 4.70

MF: Basic Timer_Reordering gain (%)

-0.7 0.8 17.7 32.8 9.9 14.0 30.4 39.6

MF: Optimal Timer_Reordering gain (%)

20.5 30.6 35.1 41.1 23.8 35.0 38.1 43.1

MF:Difference between Optimal and Basic (%) 21.2 29.8 17.3 8.3 13.9 21.0 7.7 3.5


b) Geometry (of Serving Cell vs. Assisting Serving Cell) = 0 dB

Table 3. Geometry = 0 dB, Treordering = 100ms
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Throughput (Mbps)

Reordering Timer = 100ms Reordering Timer = 100ms

File Size File Size

1Mbit 2Mbit 5Mbit 10Mbit 1Mbit 2Mbit 5Mbit 10Mbit

Non MultiFlow

1.75 1.84 1.94 1.97 1.77 1.84 1.95 1.97

MF: Basic Timer_Reordering

2.72 2.93 3.37 3.53 2.80 3.17 3.59 3.70

MF: Optimal Timer_Reordering

2.74 3.09 3.34 3.55 2.83 3.20 3.60 3.70

MF: Basic Timer_Reordering gain (%)

55.5 58.9 74.0 79.5 57.8 72.2 84.4 87.4

MF: Optimal Timer_Reordering gain (%)

56.7 67.6 73.0 83.0 59.6 73.8 85.0 87.4

MF:Difference between Optimal and Basic (%) 1.1 8.7 -1.0 3.5 1.8 1.6 0.6 0.0


Table 4. Geometry = 0 dB, Treordering = 200ms
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Throughput (Mbps)

Reordering Timer = 200ms Reordering Timer = 200ms

File Size File Size

1Mbit 2Mbit 5Mbit 10Mbit 1Mbit 2Mbit 5Mbit 10Mbit

Non MultiFlow

1.75 1.84 1.94 1.97 1.77 1.84 1.94 1.97

MF: Basic Timer_Reordering

2.57 2.59 3.29 3.57 2.72 3.01 3.57 3.72

MF: Optimal Timer_Reordering

2.79 3.15 3.45 3.68 2.84 3.24 3.64 3.77

MF: Basic Timer_Reordering gain (%)

46.8 40.6 69.7 81.4 53.7 63.6 84.0 88.8

MF: Optimal Timer_Reordering gain (%)

59.5 70.6 78.0 87.1 60.5 76.1 87.6 91.4

MF:Difference between Optimal and Basic (%) 12.7 30.0 8.2 5.7 6.8 12.5 3.6 2.5


In summary, the current agreed Reordering Timer scheme shows some relevant performance loss (up to 20-30%) compared to the proposed optimization. Main Reason for the loss is that there is some probability that lost PDUs happen towards the end of the file; in this case, the download of the file will be delayed by these lost PDUs, and the impact of this is higher for smaller files due to shorter download delay.
Note: lower losses for 1Mbit file size, compared to 2Mbit (as shown in the above tables) is due to the fact that the optimal scheme will respect TSP delay constraint (set to 100 ms) for reporting NACKs, i.e. not causing any extra UL STATUS PDUs. Such delay constraint, especially with the chosen TSP value of 100ms will reduce Throughput gains especially for smaller file sizes.

Regarding results’ sensitivity based on other parameters, 
· The basic scheme is shown to be quite sensitive to the Treordering value, whilst the optimal scheme is almost insensitive, thus system operation and optimization is easier.
· One can expect that loss will increase for geometries (primary vs. secondary serving cell) larger than 3dB, and could potentially increase with TCP (due to TCP timeouts).
4 Conclusions and Proposals
The following proposal is made to RAN2.
Proposal 1– Introduce an optimized UE handling of Treordering such that UE can identify a missing PDU as a genuine loss and report a NACK immediately (not necessarily waiting for Treordering’s expiry).
To address few concerns raised by other companies on UE support and NW configurability of the proposed optimization, we are open to the following compromise options.

Proposal 1a– A separate UE capability bit is added for indicating UE support of the proposed optimization; 

Proposal 1b- The NW can enable/disable the proposed optimization/functionality at the UE side.
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