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Introduction
In RAN2#75 after discussion it is agreed that background traffic analysis is of high importance. This includes traffic from unattended phone with applications not in “active phase”. There have also been discussions related to selecting the RRC state for mobile UEs. In this document we discuss buffering background data both at the UE and at the network and its RRC state selection impacts. Buffering background data (keep alives and other application related data) has the effect of traffic shaping in a network leading to better load control due to background traffic. This could also lead to better RRC state selection conditions.
Discussion
Background traffic refers to the autonomous exchange of user plane data packets between the UE and the network, generally in the absence of a specific user interaction with the device [1].  Such packets are due to open applications and keep alive messages which require communication on an intermittent basis. Such traffic is generally low in volume (approximately 5 Bytes/s through to approximately 250 Bytes/s) and may be widely dispersed in time.  
There have also been discussions related to selecting the RRC state for mobile UEs. RRC state control may be based on inactivity timers within the eNB and depending on the configured values, for shorter timer values, the frequency of RRC state transitions can become high resulting in high Uu and S1 signaling overheads. For longer timer values, the background traffic tends to keep the UE in an RRC connected state.
It has also been observed that the cost of mobility in RRC Connected state is higher than the cost of mobility in RRC Idle State. The UE-controlled mobility applies only in idle mode, then from the point of view of mobility signaling alone, it is desirable to place the UE in RRC Idle State as much as possible. However, as noted in Section 5.2 from [1], frequent transitions between RRC Idle and Connected states are also undesirable.
Use of Full Connected DRX, i.e. not having any transitions to RRC Idle mode can eliminate the RRC Connection Setup and Release signaling but will lead to increased mobility signaling events. Use of NW initiated RRC Release based on fixed inactivity timers can result in a high number of RRC Connection Setup (and Release) events, while maintaining a number of mobility events that is dependent on the length of the timer. For shorter inactivity timer values, the frequency of RRC state transitions can become high resulting in high Uu and S1 signaling overheads. For longer timer values, the background traffic tends to keep the UE in an RRC connected state.
Observation 1: In order to achieve optimization between handover signaling overheads and RRC state transition overheads, it would be best to balance between full connected i.e. long inactivity timer effects and frequent Idle to connected transitions due to short inactivity timer values.
It would be best to have optimal inactivity timer value settings but somehow avoid the background traffic from playing spoil sport by sending small amounts of data thereby resetting the inactivity timers and having the effect of  keeping the UE in connected mode.
Observation 2: It can also be observed that a very high percentage of background data originating from open applications are non critical in nature. Another aspect of the background data is that such data are time tolerant within certain time bounds ex: TCP keep alive messages. 
One way to ensure that the background traffic pattern does not fall into a pattern of sending short data just before the inactivity timer expires is through buffering low priority data at the UE and at the network for short periods of time. The network could specify a time period that would be required at a UE before a connection request is triggered. 
If background traffic can be shaped, there can be a predictable behavior from UEs and this will help in setting appropriate DRX values and achieve network optimization, this can also help in mitigating network load due to background traffic.
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Figure 1: Buffering background traffic can have the effect of reduced RRC connected times for relatively larger values of inactivity timer values.
Traffic can be shaped at the application level or at the OS level itself. Some operating systems provide APIs to turn off background data or better manage background data, but there is no guarantee that any such recommendation will be followed by open applications developed by 3rd parties. This is just a recommendation and there is no enforced at the OS. This is the reason for considering traffic shaping at the modem level.


Figure 2: Network initiated buffering trigger

Proposal:
Study the effects of time bound background traffic data shaping (buffering) at the UE and network further.

Proposal:
Proposal 1: It is proposed to study the effects of time bound background traffic data shaping (buffering) at the UE and network for better predictable behavior in background traffic related load.
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Appendix – Modelling Traffic shaping
Typically any overload scenario is handled in two ways; one is not to let in new calls and the other being how to throttle the existing calls so that there is a fair resource allocation. In order to model RAN traffic shaping we are more concerned with throttling resources so that background application traffic can be shaped. By applying a throttling algorithm to decide the amount of radio resource a class of application data can be provided, it is easy to estimate the time for which each user with background application can be stalled or buffered thus providing overall signaling load gains.
We model overload over processor occupancy. Processor occupancy, µ, is defined as the percentage of time, within a given probe interval, that the processor is busy processing tasks. Processor occupancy is a dimensionless quantity, which makes it relatively system independent. Throttling is applied only for users that are in background traffic or in a chatty application mode. 
In the Occupancy algorithm, the estimated processor occupancy at assessment interval n, denoted by ^µn and given by the average of the previous k probed processor occupancies, is compared to an occupancy threshold µthresh. When the measured ^µn is greater than µthresh, the system is considered to be in overload and throttling is forced. When ^µn is less than µthresh, no throttling is required. The specific feedback function for the equivalent fraction allowed is given as 
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where restrict(a; x; b) = max(a; min(x; b)) bounds x to the interval [a; b]. A minimum fraction allowed fmin is used to prevent the system from throttling all calls in an eNB. In the single class case the fraction allowed is applied directly to the individual events; in the multi-class case, it must be split into separate fractions allowed for the individual classes (ex: Background and non background applications) depending on their priorities. Thus when a network is in overload, the background application class can be throttled for traffic shaping thus spreading the traffic shaping effects across a class of users and providing the necessary boost in the signaling capacity.
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