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1 Introduction
Within the scope of the EDDA WI, RAN2 is evaluating a number of aspects related to the infrequent transfer of small amounts of user plane data, i.e. transmission of intermittent small data bursts. Those aspects include UE power consumption, overhead of IDLE(CONNECTED transitions and usage of radio resources.
For radio resources, many contributions have discussed PUCCH utilization and RACH usage for the scheduling requests (SR) [4]
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[8][10]. The understanding in RAN2 seems to be that PUCCH resource utilization for UEs with only background traffic is low, and improvements should be considered. This contribution addresses uplink resource utilization, assuming a UE with only background traffic is preferably kept in CONNECTED mode.
2 Scheduling Request for Delay Tolerant Applications

Simulations [2] and discussions have so far focused mainly on inter-arrival time (IAT) when a single application generate background traffic, without considering the combined impact of multiple background applications on the frequency of the SR for a given UE. Results in [2] show that IAT for an application with light background traffic ranges between 1s and 10s, while it ranges between 0.1s and 1s for heavier background traffic.
2.1 Uplink synchronization and maintenance of PUCCH resources for SR (D-SR)

For UEs with only background traffic, there is no need to transmit SRS or CQI/PMI/RI periodically between bursts of transmissions and the network may instead rely on aperiodic requests when needed.

Whether or not it can be assumed that a UE is kept uplink synchronized is first a function of the mobility of the UE. Typically, the network configures the length of the TA Timer (range between sf500 and sf10240) based on the mobility of the UE. In this case, the network ensures that the UE performs at least one uplink transmission and receive at least one timing correction before the expiry of the timer to maintain uplink synchronization.
For UEs with only background traffic, the network may additionally consider the IAT between bursts when it configures the value of the TA Timer, as discussed in [10]. For long IAT, the network may configure a short TA Timer such that PUCCH resources may be released quickly. Proposals to allow a UE to request the release of PUCCH resources have also been mentioned in [11], which request trigger could be left up to the UE implementation.
Otherwise, if PUCCH resources are to be kept for D-SR and the IAT is larger than the value of the TA Timer, additional uplink transmissions to evaluate the UE’s synchronization and downlink transmissions to send the TA correction would be required between bursts of data.

Given the above, it may not always be possible or desirable to maintain uplink synchronization for a large number of UEs with only background traffic in large cells. SR improvements for both synchronized and unsynchronized connected mode UEs may thus have to be considered.
In general, for a UE with only background traffic, our view is that it may be preferable to configure the UE such that it can use different uplink resources (on PRACH and/or PUCCH) and/or scheduling methods for SR, depending on the latency requirement of the traffic available for transmission. The benefits include better resource utilization, better scalability in large cells with an increasing number of UEs with only background applications, a possibility for UEs to synchronize the timing at which different applications generate background data such that data is grouped into fewer bursts, as well as a reduced impact on the latency of the SR for other UEs in the cell with higher priority data.
Proposal 1: 
Consider scheduling request improvements for UEs with only small, delay-tolerant and data bursts.
In addition, our view is that such improvements should consider both synchronized and unsynchronized UEs.

Proposal 2:
SR improvements should be considered for synchronized UEs and for unsynchronized UEs.
Finally, it could be useful to consider means for the network to influence the frequency of SR requests such that the combined impact on SR frequency of multiple background applications concurrently active in a UE may be mitigated.
2.2 Configuration with D-SR for background traffic and RA-SR for other traffic

When the UE is kept uplink synchronized between bursts of background data transmissions, PUCCH utilization may be improved by configuring a UE with D-SR for background applications while relying on RA-SR for other types of data, as proposed in [8]. More specifically, it is proposed in [8] that if the UE has a valid D-SR opportunity within a certain window of time that corresponds to the maximum SR delay for the corresponding S/DRB of the data that triggered the SR, the UE uses the D-SR opportunity otherwise it triggers RA-SR if this occasion is closer in time.
A first benefit of this method is that PUCCH resources utilization may be increased. PUCCH utilization becomes a function of the latency tolerance of the radio bearer for which data is generated (which most often would correspond to background applications) instead of a function of the radio bearer with the highest priority. It is then up to the network to determine a proper configuration of the D-SR interval and the delay tolerance of each radio bearer. It also enables a UE implementation to synchronize in time the generation of background data for different applications such as to minimize the occurrence of RA-SR.

Proposal 3: 
Enhance the SR procedure for synchronized UEs such that both a valid D-SR and RA-SR may be considered for a given SR trigger, where the selection of the SR method is a function of the latency tolerance of the S/DRB of the data that triggered the concerned SR (as described in [8]).

A second benefit of this method is that it can provide a mean for the network to even preclude background applications to use RA-SR altogether by using a configuration where the delay tolerance is equal to the interval between D-SR occasions, thereby possibly mitigating the combined impact of multiple background applications on the SR frequency.

Proposal 4: 
The latency tolerance associated with DRBs that may use D-SR may be equal to the period of the configured D-SR (such that the concerned DRBs may not trigger RA-SR)
It may then be left up to UE implementations to ensure that the timing of the generation of data from the background applications corresponding to the concerned DRB is more closely synchronized with the period of the D-SR, such that data loss may be avoided and such that excessive transmission delays may be avoided when data is generated.

This method however requires that the network maintains the UE with proper uplink timing alignment which may not, as discussed above, be desirable.

2.3 Configuration with PRACH partitions to support RA-SR for background traffic
Otherwise when the UE is not kept uplink synchronized, it may still be useful to consider means for the network to control the PRACH resources used for RA-SR for background applications and/or to synchronize SR for data generated by multiple background applications.

One possible mean to achieve this could be to introduce some form of partitioning of the PRACH resources. Partitioning may be beneficial to minimize any increase in collision probability due to a possible increase in PRACH utilization for small intermittent data transfers and for background applications. Such increase in PRACH utilization and SR frequency could impair latency of initial access, mobility, and transfer of higher priority data for other UEs in the same cell.
In addition, partitioning may provide means for the network to condition the frequency of the scheduling request for background applications, and would allow the UE to synchronize the generation of background data across different delay-tolerant applications in a similar manner as with the method proposed above and in [8].

Proposal 5: 
Enhance the SR procedure for unsynchronized UEs with PRACH partitioning, such that different PRACH resources may be considered for a given SR trigger, where the selection of the PRACH resource is a function of the latency tolerance of the S/DRB of the data that triggered the concerned SR.

Both methods are relatively simple to introduce, and may later be extended to handle congestion on the radio interface such that requests for resources to transmit background traffic in the uplink may also be down-prioritized.
3 Conclusion
Traffic from background applications is best effort in nature, and it is thus tolerant to delay (and possibly to some loss). Such traffic is rapidly increasing, and care should be taken to minimize its impact to the utilization of the uplink resources for SR in a cell. In particular, our view is that its impact on PUCCH and on PRACH should be minimized, such that the number of connected UEs with only delay tolerant data in a given cell may be increased in a scalable manner. It is also expected that UE implementations will have means to synchronize at a rough scale the generation of background data coming from multiple applications that are concurrently active in the background.

Our understanding is that a configuration including separate methods and/or resources for scheduling request, either by combining D-SR and RA-SR or by using separate PRACH resources for RA-SR, may be a useful step to ensure scalability of the SR when the number of requests for uplink resources due to background applications increases.

It is thus proposed that RAN2 discusses the above, and agree to the following:

Proposal 1: 
Consider scheduling request improvements for UEs with only small, delay-tolerant and data bursts.
Proposal 2:
SR improvements should be considered for synchronized UEs and for unsynchronized UEs.

Proposal 3: 
Enhance the SR procedure for synchronized UEs such that both a valid D-SR and RA-SR may be considered for a given SR trigger, where the selection of the SR method is a function of the latency tolerance of the S/DRB of the data that triggered the concerned SR (as described in [8]).

Proposal 4: 
The latency tolerance associated with DRBs that may use D-SR may be equal to the period of the configured D-SR (such that the concerned DRBs may not trigger RA-SR)

Proposal 5: 
Enhance the SR procedure for unsynchronized UEs with PRACH partitioning, such that different PRACH resources may be considered for a given SR trigger, where the selection of the PRACH resource is a function of the latency tolerance of the S/DRB of the data that triggered the concerned SR.
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