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1
Introduction
In RAN2#77bis meeting, whether it needs to configure different DRX settings for background traffic and active traffic was discussed. 
Most companies think that there is a benefit in terms of battery consumption and performance to adjust the DRX configuration to the current traffic (even if all traffic is mapped onto the default bearer). However we have not yet quantified the benefits.
If we can find one or more DRX configuration suitable for background traffic from power saving perspective and also provide good user experience for web browsing, the need to adapt the DRX configuration according to the traffic is largely questionable. 

In this document, we evaluate the download time of web pages using a DRX configuration for low power consumption with background traffic, and further discuss the need to have different DRX configuration for different traffic mapped onto the default bearer.
2
Discussion 
2.1
Simulation assumptions and scenarios
If the UE activates an additional bearer, the eNB receives the associated QoS information from the core network and can adapt the DRX configuration exactly at the right time. In this case, there seems to be no need for new assistance information from UE to eNB, which will lead to extra signalling overhead. Therefore, in this contribution, we consider only traffic mapped on the default bearer. A very frequent type of traffic is coming from web browsing,. 
In [1], the mean UE power consumption for background traffic with different DRX configurations was provided. In this contribution, we consider the DRX configuration (2560, 80) which has very low power consumption in the case of background traffic:
· Short DRX cycle: 40ms

· Short DRX cycle timer: 80ms

· Long DRX cycle: 2560ms
· On_duration timer: 5ms

· DRX inactivity timer: 10ms
We consider a constant transmission delay from the eNB to the web server and from the web server to the eNB. We evaluate two values for this delay, respectively 20ms (i.e. round-trip time of 40ms) and 50ms (i.e. round-trip time of 100ms).

We evaluate:

· the distribution of TCP packet delays i.e. the delay between the transmission of a TCP packet by the application server until the reception by the UE.
· the distribution of page download times i.e. the time between the submission of the HTTP GET packet by the UE client for transmission and the complete reception of the last object by the UE, i.e. the page was fully downloaded.
We also evaluate the distribution of these delays in the case when no DRX is configured, i.e. the best possible performance.
2.2
Results
2.2.1
TCP packet delays
The CDF curves are listed in Figure 1-2. For each case, 3 pictures are provided, one is the whole picture and the other two are the partial enlargement pictures. The average TCP packet delay is:

· 20ms network delay: 29ms and 39ms for non-DRX and DRX
· 50ms network delay: 59ms and 76ms for non-DRX and DRX
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Figure 1: TCP packets delays, 20ms eNB to web server delay
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Figure 2: TCP packets delays, 50ms eNB to web server delay
2.2.2
Page download time
The CDF curves are listed in Figure 3-4. For each case, 3 pictures are provided, one is the whole picture and the other two are the partial enlargement pictures. The average page load time is: 

· 20ms eNB to web server delay: 776ms and 899ms for non-DRX and DRX
· 50ms eNB to web server delay: 1345ms and 1522ms for non-DRX and DRX
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Figure 3 Page download time, 20ms network delay
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Figure 4 Page download time, 50ms network delay 
2.3
Analysis
The distribution of the page download times is very similar whether DRX is configured or not. As the download time of a web page mainly depends on the web page characteristics (number of objects and their sizes), we can consider the extra delay to be approximately the distance on the x axis between the two CDF curves,
For 20ms eNB to web server delay, in the case of pages with the shortest download time, the extra delay is about 14%, e.g. 40ms for download times of 300ms. For pages with a longer download time, the extra delay is about 12%, e.g. 120ms for download times of 1.4s. The average delay is increased in a similar manner.
For 50ms eNB to web server delay, in the case of pages with the shortest download time, the extra delay is about 12%, e.g. 60ms for download times of 520ms. For pages with a longer download time, the extra delay is about 8%, e.g. 180ms for download times of 2.4s. The average delay is increased in a similar manner.

It seems very unlikely that a human user can notice such differences.
Observation 1: Using a DRX configuration with very low power consumption (2560ms long DRX cycle) does not have any impact on user experience for web browsing.
In [2], the Packet Delay Budget (PDB) requirement for web browsing is 300ms, which defines an upper bound for the time that a packet may be delayed between the UE and the PCEF and in which a 20ms delay is supposed between a PCEF and an eNB. Moreover, The PDB shall be interpreted as a maximum delay with a confidence level of 98 percent. When DRX is configured, the distribution of TCP packet delays meets the PDB requirements
Observation 2: In the case of web browsing, the packet delay budget requirements are met with a DRX configuration with very low power consumption (2560ms long DRX cycle).
2.4
Discussion
In the case of web browsing, the above results show that there is no need to adapt the DRX configuration for the traffic. RAN2 also considered other types of traffic in the scope of EDDA, i.e. IM, gaming, video.

With IM, if a long DRX cycle of 2560ms is used, a message from a remote user could be delayed until 2560ms and the average extra delay in a conversation will be 1280ms. Such a delay may largely degrade user experience in the case of fast typing users involved in highly interactive conversation. One way to avoid this would be to lower the long DRX cycle to 640ms, in which case the average delay increase becomes largely smaller than the user response time. As it was evaluated in [1], such a configuration still has quite low power consumption and could be used permanently.

Observation 3: A DRX configuration with low power consumption (640ms DRX cycle) does not significantly affect user experience for IM.

For gaming, a long DRX cycle of 2560ms or of 640ms may affect the user experience. However, if the gaming traffic is rather frequent in uplink and downlink directions, it is rather unlikely that the long DRX cycle is entered so this will not occur. In the case of games with intervals without any data transmission, the long DRX cycle could be entered. A UE implementation may wish to alleviate this problem by e.g. indicating the maximum acceptable delay. Since there is a QCI dedicated for gaming, one way is to request a dedicated bearer for the game. In addition, this would ensure a good user experience depending on the load.
Observation 4: A UE which wants to ensure a good user experience for gaming may request a dedicated bearer with the appropriate QCI. In this case, the network will adapt the DRX/SR configuration and its scheduling behaviour.
For video streaming, the growing methods are based on the HTTP protocol. We did not study the effect of the same DRX configuration on video streaming based on HTTP; it may depend on the methods used and the client behaviour. In any case, as a certain level of buffering is used, infrequent 640ms extra delays may be completely invisible to the user. Of course, this could be studied further and if needed taken into account in SA4 work.

Observation 5: The extra delay caused by DRX may not occur frequently and could be made invisible to the user by a certain level of buffering already used for the purpose of continuous video playback.
Proposal: We propose RAN2 reassess the benefits in terms of battery consumption and performance to adjust the DRX configuration to the current traffic, and discuss the necessity of new assistance information for this purpose.
3
Conclusion
In this document, we present simulation results of web browsing with a very low power consumption DRX configured and the same results when no DRX is configured.

Observation 1: Using a DRX configuration with very low power consumption (2560ms long DRX cycle) does not have any impact on user experience for web browsing.
Observation 2: In the case of web browsing, the packet delay budget requirements are met with a DRX configuration with very low power consumption (2560ms long DRX cycle).
We further discuss the other types of traffic considered in the scope of EDDA work.

Observation 3: A DRX configuration with low power consumption (640ms DRX cycle) does not significantly affect user experience for IM.

Observation 4: A UE which wants to ensure a good user experience for gaming may request a dedicated bearer with the appropriate QCI. In this case, the network will adapt the DRX/SR configuration and its scheduling behaviour.

Observation 5: The extra delay caused by DRX may not occur frequently and could be made invisible to the user by a certain level of buffering already used for the purpose of continuous video playback.

Propose: We propose RAN2 reassess the benefits in terms of battery consumption and performance to adjust the DRX configuration to the current traffic, and discuss the necessity of new assistance information for this purpose.
4
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5
Appendix

Table 2 Simulation Assumptions
	Parameter
	Assumption

	Simulation time
	1200 s

	System bandwidth
	10 MHz

	Duplex mode
	FDD

	Carrier frequency
	2GHz

	Cell layout
	Hexagonal grid, 19 sites, 3 cells per site, with wrap-around

	Number of UEs
	2 per cell

	Inter-site distance
	500m

	UE speed
	0 Km/h

	UE trajectory
	20%UEs select direction randomly between -45 and 45 degrees, while others run directly. And the ones which run out of the 19*3 range will be wrap-arounded back.

	Handover A3 offset
	3dB

	TTT
	0ms

	L3 filter coefficient k
	4

	Antenna configuration
	2 tx , 4 rx (CELL) ; 1 tx, 2 rx (UE)

	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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	Antenna pattern (vertical)

(For 3-sector cell sites with fixed antenna patterns)
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The parameter 
[image: image17.wmf]etilt

q

is the electrical antenna downtilt. The value for this parameter, as well as for a potential additional mechanical tilt, is not specified here, but may be set to fit other RRM techniques used. For calibration purposes, the values 
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= 15 degrees for 3GPP case 1 and 
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= 6 degrees for 3GPP case 3 may be used. Antenna height at the base station is set to 32m. Antenna height at the UE is set to 1.5m.

	Combining method in 3D antenna pattern
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	Total BS TX power (Ptotal)
	46 dBm – 10MHz carrier

	UE power class
	23dBm (200mW)
This corresponds to the sum of PA powers in multiple Tx antenna case

	Channel model
	Large Fading channel model

	Distance-dependent pathloss
	L=128.1+37.6log10(R) (R in km)

	Lognormal shadowing model
	Reference to B1.4.1.4 in UMTS TR30.03

	Lognormal shadowing standard deviation
	8dB

	Correlation distance of shadowing
	50 ms

	Shadowing correlation
	Between sites
	0.5
1

	
	Between cells
	

	Penetration loss
	20dB

	CQI measurement period
	5 ms

	SRS reporting period
	5 ms

	Number of RLC ARQ max transmit
	16

	Number of MAC HARQ max transmit
	3

	Paging cycle
	640 ms

	RRC release timer values
	100s

	DRX configurations
	Long cycle length: 2560ms
Short cycle length: 40ms
Short cycle duration: 80ms
Inactivity timer: 10ms
On duration timer: 5ms
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