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1. Introduction
In RAN2#77 several contributions were submitted related to PUCCH utilisation for background traffic and possible direction for optimisation [1][2][3]. It is evident from simulations results presented in the contributions from several companies that SR utilisation ratio is quite low for back ground traffic. The question that was raised is – can there be mechanisms possible to better utilize the reserved but unutilized PUCCH resources. In this document we discuss if there is a need to optimize the PUCCH resources due to possible large number of connected mode UEs mostly running background traffic.
2. Discussion
It is evident from simulations results presented in the contributions from several companies that SR utilisation ratio is quite low for back ground traffic [1][2][3]. Also [4] provides an analysis of PUCCH resource utilisation for Scheduling Request (SR) and it is clear that a very small percentage of the SR opportunities are utilized. 
Table 1:  PUCCH utilization ratio for SR [4]

	Traffic Type
	Mean Packet Interval(ms)
	SR usage ratio

	
	
	80ms period
	10ms period
	5ms period
	1ms period

	Background (of IM) (1)
	6253
	0.67%
	0.008%
	0.04%
	0.008%


 At the same time due to background traffic, UEs staying in the RRC connected mode may significantly increase.  Thus, the number of users in connected mode within a cell at any one time may be large. Having a large portion of the SR resources unutilized is an issue. Main reason for low efficiency of PUCCH for background traffic is due to the fact that DSR is allocated quite frequently to UE even when for background traffic UL packet departure rate at UE is quite low. 
Given below are the CDF for inter packet departure for Skype and GTalk.
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Fig.1 : CDF of Inter Departure Times

Where as PDFs for Skype and GTalk are given in Figure 2.
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Fig.2 : PDF of Inter Departure Times

From Figure 1 it is clear that for Skype more than 40% of the UL packets have inter departure time of more than 500ms. Similarly for GTalk more than 80% of the UL packets have inter departure time of 500ms. 
The timing-advance value for each terminal is determined by the network based on measurements on the previous uplink transmissions.  An UE maintains a Timing Alignment Timer (TAT) and has to obtain the timing alignment before the TAT expires, else the UE will be OUT_OF_SYNC with eNB and will required for perform RACH for any subsequent uplink transmissions. Note that the minimum value of TAT is 500ms. Further, SRS, PUCCH and any uplink data transmission are used to obtain timing alignment. However, SRS may not be configured as considering the fact that UL packets of small size come at very large interval so SRS use for UL channel sounding is very in-efficient. In our analysis we assume that only uplink data transmission is be used for timing alignment.
From 36.331 the minimum value that the TA timer could have is 500ms.
	–
TimeAlignmentTimer

The IE TimeAlignmentTimer is used to control how long the UE is considered uplink time aligned. Corresponds to the Timer for time alignment in TS 36.321 [6]. Value in number of sub-frames. Value sf500 corresponds to 500 sub-frames, sf750 corresponds to 750 sub-frames and so on. In this release of the specification, uplink time alignment is common for all serving cells.

TimeAlignmentTimer information element
-- ASN1START

TimeAlignmentTimer ::=




ENUMERATED {













sf500, sf750, sf1280, sf1920, sf2560, sf5120,













sf10240, infinity}

-- ASN1STOP




In order to reduce the held up PUCCH resources because of the presence of a large number of background traffic driven UEs in the connected mode in a given cell, the network could configure the lowest possible value of the TA timer so that the reserved resources could be freed up and the UEs are forced to use the RACH for any further access.
TA Timer value of 500ms is the least possible value so assuming that the TA timer value is set to 500ms, the PUCCH resources can get released quite fast.  Setting the value higher than 500ms could also be inefficient considering possible UE mobility as well. Thus most of the time the TAT will expire and will cause PUCCH resources to get released and the UE will anyway be using RACH most of the time. 

Observation 1: For background traffic most of the time TAT will expire and will cause PUCCH resources to get released forcing the UEs to use RACH most of the time. 
Since based on observation 1 most of the time UEs will be using RACH to send UL data because of SR release in case of TAT expiry. We performed simulation for growing number of UEs in which all the UEs are using the Skype trace as background traffic to see how much RACH collision probability is? RACH resource of 6RB (i.e. 64 preambles) are assumed to arrive at every 10ms. We have used all the 64 preambles for contention based RACH for simplicity. Figure 3 below shows the average RACH preamble collision probability with growing number of users running Skype as background traffic. We observe that even for very large number of UEs collision probability is quite low. We used Skype background traffic for simulation as we find that on an average Skype generates much more uplink packets compared to other applications like gTalk, Facebook. So if RACH collision probability is low with Skype itself then it should be lower for other applications.
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Fig. 3: Average RACH preamble collision probability for Skype background traffic
Observation 2: Average RACH preamble collision probability is quite low even for large number of UEs having Skype background traffic. 

3. Conclusion

In this document we discussed relevance of any possible Uplink optimisation in case of background traffic. Based on observation 1 and Observation 2 it is evident that the need for any further optimization is questionable. 
Proposal 1: Uplink optimisation for background data in the context of eDDA WI lacks enough motivation and hence should be considered low priority.
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