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1 Introduction
In RAN2#77, based on the RAN2 agreement on no backoff timer after SIB(EAB) update, we provided comparison results for the performance of the following EAB update and acquisition solutions [1] discussed in email discussion [76#31], which are not subject to SI modification period:
A) 
ETWS-like notification using paging, UE not required to read latest EAB info before performing random access
B) 
UE reading the latest EAB information before performing random access 
C)
ETWS-like notification using paging, UE reading the EAB information before performing random access only when one or more EAB info update notifications have been received 
In the previous contribution [1], we have shown that method A performs reasonably better than other methods (B and C). Some concerns were raised whether method B can perform better in presence of NAS backoff when the EAB info indicates that the UE is barred. In this contribution, we further evaluate the above three methods in the presence of NAS backoff.

2 Simulation and modelling assumptions
2.1 Simulation parameters for RACH
We assume the RACH simulation methodology as defined in Section 6.2 of TR 37.868 [3]. The same RACH parameters as defined in Table 6.2.2.1.1 of TR 37.868 for LTE FDD are used (also shown in Table 1 below). In addition, we assume the processing latency of each step of the RACH procedure as per Table B.1.1.1-1 in TR 36.912.
Table 1: Simulation parameters for RACH
	Parameter
	Setting

	Cell bandwidth
	5 MHz

	PRACH Configuration Index
	6

	Total number of preambles
	54

	Maximum number of preamble transmission
	10

	Number of UL grants per RAR
	3

	Number of CCEs allocated for PDCCH
	16

	Number of CCEs per PDCCH
	4

	Ra-ResponseWindowSize
	5 subframes

	mac-ContentionResolutionTimer
	48 subframes

	Backoff Indicator
	20ms

	HARQ retransmission probability for Msg3 and Msg4 (non-adaptive HARQ)
	10%

	Maximum number of HARQ TX for Msg3 and Msg4 (non-adaptive HARQ)
	5


2.2 MTC Traffic Model
MTC traffic model 2 defined in [3] and shown in Table 2 below is used to evaluate the effectiveness of NAS backoff in different EAB information update and acquisition solutions in handling a sudden surge in MTC traffic.
Table 2: Traffic model for MTC
	Characteristics
	Traffic model 2

	Number of MTC devices
	30,000

	Arrival distribution
	Beta distribution over T,

See [3], section 6.1.1

	Distribution period (T)
	10 seconds


2.3 Modeling of EAB 

The EAB information modeled is the barring bitmap as agreed in RAN2#75bis [2]. We assume that once EAB is enabled (according to the criteria in 2.3.1 below), at any time, only one of the Access Classes (ACs) 0-9 is not barred. The eNB cycles through the ten ACs by lifting the barring for one AC at a time.

2.3.1 Enabling EAB

At the beginning of the simulation, EAB is not enabled, i.e., all ACs are allowed. The eNB enables EAB when MTC traffic congestion starts building up. The network congestion is measured based on the real-time traffic conditions. When the congestion coefficient defined as
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exceeds 0.4 in a moving window of 1000 ms, we consider the network to be congested and EAB is enabled.

2.3.2 EAB bitmap update criteria
When EAB is enabled (satisfying the criteria in 2.3.1 above), AC0 will be allowed while all other ACs will be barred. After this, EAB barring will be lifted in cyclic order through other ACs when the congestion coefficient defined above for 500ms moving window goes below 0.4. 
In addition to this criterion, the barring bitmap can be updated only at specific instances and after specific minimum durations depending on the method as described below. 
2.3.3 EAB information update and acquisition by UEs
Three EAB information update and acquisition solutions are compared. For all methods, we assume the SIB that carries the EAB information (called SIB(EAB) here) is transmitted periodically every TSIB(EAB). We assume value of TSIB(EAB) = 640ms. In our previous contribution [1], we have evaluated the performance of different methods for a wide range of paging cycle durations (640ms – 3.84s) and showed that for paging based methods (A and C described below), paging cycle durations of 1.28s to 2.56s are adequate to address the sudden surge of MTC traffic. Since our main focus is to evaluate the performance of method B with NAS backoff, which is independent of paging cycle, we present the results only for paging cycle durations of 1.28s and 2.56s in this contribution.
Method A: ETWS like notification using paging, UE not required to read latest EAB info before performing random access
In this method, network notifies the update of EAB information through paging messages, similar to ETWS notification. An MTC UE wakes up at its designated Paging Occasions (as determined by the UE_ID which is randomly assigned in the simulation). When the UE receives a paging notification indicating that updated EAB information is available, the UE proceeds to acquire the SIB(EAB) at the next occurrence of the SIB(EAB). 
When the upper layers of MTC UE request for RRC connection establishment, the UE checks the stored EAB information. If the stored EAB info indicates that the AC of the concerned MTC UE is barred, it has to wait until its AC is lifted from barring. During this period, SIB(EAB) is acquired again after the paging message indicates the presence of updated EAB info. The following two options of handling of the barred connection request are evaluated:
1) NAS backoff: If the stored EAB info indicates that the AC of the concerned MTC UE is barred, the AS indicates to NAS that the access is barred. Then, NAS applies a random backoff selected from uniform distribution between 0 and NAS backoff duration before retrying for the connection establishment.
2) No NAS backoff: In this case, NAS does not apply random backoff. When the updated EAB info indicates the UE’s AC is unbarred, the AS will inform NAS and UE will perform RRC connection establishment request and corresponding RA procedure. 

In this method, the eNB can adjust the EAB information, i.e., the barring bitmap, based on the RACH loading condition as described in 2.3.1 and 2.3.2. For example, if RACH is no longer congested for the not-barred AC, the eNB modifies the barring bitmap to lift the barring of another AC.

Method B: UE reading the latest EAB information before performing random access
In this method, before UE performs PRACH preamble transmission, the UE acquires the latest EAB information at the next occurrence of the SIB(EAB) transmission. As in method A, we assume the eNB adjusts the EAB information based on the RACH loading condition.
If the latest EAB info indicates that the AC of the concerned MTC UE is barred, similar to Method A above, following two options of handling of the particular connection request are evaluated:

1) NAS backoff: The AS indicates to NAS that the access is barred. Then, NAS applies a random backoff selected from uniform distribution between 0 and NAS backoff duration before retrying for connection establishment.

2) No NAS backoff: In this case, NAS does not apply random backoff. The AS will inform NAS as soon as the updated EAB info indicates its AC is unbarred. The RRC connection establishment request and corresponding RA procedure will then be performed. During this period (after upper layers request for RRC connection establishment and before the AC of the UE is unbarred), we assume in our simulations that the UE reads all the subsequent SIB(EAB) transmissions in this method.
Method C: ETWS-like notification using paging, UE reading the EAB information before performing random access only when one or more EAB info update notifications have been received
In this method, network notifies the update of EAB information through paging messages, similar to ETWS notification. Once UE receives the paging notification, it remembers the fact that updated EAB information is available; however, it does not read the updated EAB information immediately. The UE reads the updated EAB information only when it requires to perform PRACH preamble transmission. If paging notification was not received since the UE last read the SIB(EAB), the UE uses the stored EAB info. If the applicable (updated or stored) EAB info indicates that the AC of the concerned MTC UE is barred,  similar to Method A above, following two options of handling of the particular connection establishment request are evaluated:

1) NAS backoff: The AS indicates to NAS that the UE is barred. Then, NAS applies a random backoff selected from uniform distribution between 0 and NAS backoff duration before retrying for the connection establishment.

2) No NAS backoff: In this case, NAS does not apply random backoff. UE reads the subsequent SIB(EAB) transmission whenever the paging message indicates presence of updated EAB info. When the updated EAB info indicates the UE’s AC is unbarred, the AS will inform NAS and UE will perform RRC connection establishment request and corresponding RA procedure.
For all the methods above, in case of NAS backoff, we evaluate different values of NAS backoff timer: 500ms, 1s, 1.5s, 2s and 2.5s. 

For all the methods above, the EAB barring bitmap updated info can be acquired by UEs only at the SIB(EAB) transmission instances. Therefore, to minimize the chances of skipping AC before each UE gets a chance to read the updated EAB information, we force a minimum duration between two barring bitmap update instances. For methods A and C, the minimum duration is max ( min (default paging cycle, UE specific paging cycle), TSIB(EAB)); and for method B, the minimum duration is TSIB(EAB).
2.3.4 Disabling EAB
As EAB is enabled only when the traffic load is high, it needs to be disabled by the network for normal load conditions. We assume that EAB is enabled for one full cycle of EAB bitmap update, and then disabled.

3 Simulation results and observations

We evaluate the performance of above different methods in regards to the following performance metrics, as defined in Section 6.3.1 of TR 37.868 [3]:
1. Access success probability
2. Statistics of access delay for successful UEs
3. Statistics of number of preamble transmissions

In addition, we also study the statistics of number of SIB(EAB) readings by the MTC UEs. 
3.1 Access success probability

Figure 1 shows the results for access success probability. It is observed that method A and method C has significantly higher success rate than method B in general. It is obvious that the performance of method B is independent of paging cycle duration. As explained in our previous contribution [1], method B performs poorly without backoff timer since a large number of UEs with pending access attempts acquire the updated EAB information at about the same time and subsequently perform RACH transmission. Although the success rate of method B increases when NAS backoff is applied, the increase is not significant. In contrary, different paging occasions of different UEs in methods A and C naturally distribute out the time the UE acquires the updated EAB information and the subsequent RACH transmission over multiple SIB(EAB) periods. The longer the paging cycle, the lesser the number of UEs getting unbarred at each SIB(EAB) update. Consequently, the success rate increases for method A for longer paging cycle. Even for short paging cycle (1280ms), the success probability of method A increases with the introduction of a small NAS backoff, and reaches more than 95% with the backoff as low as 500ms. 
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Figure 1: Access success probability vs. NAS backoff timer for different paging cycle durations.

Therefore, it is observed that the introduction of NAS backoff helps method A more than both other methods in increasing the success rate. It should be noted that NAS backoff timer longer than paging cycle duration will be counter-productive for paging based methods since it may introduce skipping of AC updates for some UEs. (For example, success probability decreases in methods A and C by increasing NAS backoff timer from 1000ms to 1500ms for paging cycle of 1280ms. Method C then needs a much larger backoff to recover this loss.)
Observation 1: Even with the introduction of NAS backoff timer, method B cannot provide reasonable success rate, whereas method A can provide 95% success rate without NAS backoff for large paging cycle, and with very small NAS backoff for smaller paging cycle.
Among methods A and C, method A provides higher success rate in general. This is because method C tends to accumulate some UEs until the next SIB(EAB) update who would be unbarred and start RA procedure immediately. For this reason, more UEs suffer from collision after SIB(EAB) update in method C. The effect is prominent for lower paging cycle duration as there would be less number of SIB(EAB) transmissions per paging cycle, resulting in higher traffic bursts after SIB(EAB) update as explained above.

Observation 2: Method A generally has higher success rate than method C. Method C could not provide acceptable success rate for lower paging cycle.
3.2 Average access delay

Figure 2 shows the results for average access success delay.
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Figure 2: Average access success delay vs. NAS backoff timer for different paging cycle durations.

From Figure 2, it is clear that the delay is lower for method B without NAS backoff. However, this access delay statistic for method B is not a fair comparison with that of methods A and C because of the significantly lower success probability of method B. This is clear from the observation that for higher NAS backoff and short paging cycle, the delay for method B quickly rises to almost comparable values as methods A and B even though the success rate of method B slightly increases. This is also clear from Figure 3 where we plot 10th percentile access delay for different methods. It is observed in Figure 3 that the 10th percentile access delay for method B rapidly increases with increase in NAS backoff timer whereas methods A and B are practically independent of NAS backoff for 10th percentile access delay performance.
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[image: image7]Figure 3: 10th percentile access success delay vs. NAS backoff timer for different paging cycle durations.

Note also that, as shown in Figure 2, method B with NAS backoff 2500ms has more average delay than method A without backoff even though method A without backoff offers higher success rate among the two considered cases. The introduction of NAS backoff results in added access delay for all methods (except for the cases where NAS backoff is more than paging cycle because of the decrease in success rate as described above). 
Observation 3: With 1280ms paging cycle duration, while comparable success rates can be observed for the cases of methods A and C with no backoff and method B with 2500ms NAS backoff, delay of method B is higher than that of method A and lower than that of method C (even in this case method A provides 10% more access success probability than other methods). 

From Figure 2, it is also clear that for comparable success rates above 90%, method C has higher access delay compared to method A regardless of paging cycle duration. This is partly because, in method C, after EAB is enabled, all UEs have to wait and acquire the latest SIB(EAB) before performing RA procedure while the UEs which are unbarred based on stored EAB information would immediately start performing RA procedure in method A. The increased delay in method C for less frequent paging is also partly because of the cases where the UE has to wait until the EAB is disabled (or until next cycle of EAB bitmap update). This happens if the EAB information is updated by the network while UE is waiting to acquire the latest SIB(EAB) in method C after last paging occasion and before the next SIB(EAB) transmission resulting in baring of the particular UE. However, these cases would be avoided in method A as the UE uses the stored EAB info.

Observation 4: While methods A and C provide comparable success rate, the average delay of method C is generally larger than that of method A. 
3.3 Number of preamble transmissions

Figure 4 shows the number of preamble transmissions averaged over all MTC UEs for different NAS backoff timer and paging cycles. Note that we take the average of number of preamble transmissions by all MTC UEs instead of only successful UEs as defined in TR 37.868 [3], as the average over all UEs is a better representation of RA efforts and overhead required by the total MTC load in the system. The introduction of NAS backoff decreases the number of preamble transmissions in all methods due to the reduction in collisions.
Because of the higher access concentration after SIB(EAB) update in methods B and C, and the subsequent collisions resulting into preamble retransmissions, the average number of preamble transmissions for methods B and C does not decrease significantly even in the presence of NAS backoff. Therefore, it is observed that with NAS backoff timer, methods B and C require much more preamble retransmissions compared to method A. 
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Figure 4: Average number of preamble transmissions by all MTC UEs for different NAS backoff timer and paging cycle durations for different methods.

Observation 5: Introduction of NAS backoff does not have significant effect on the average number of preamble transmissions in methods B and C but reduces the average number of preamble transmissions in method A significantly.

It should be noted that the maximum number of preamble transmissions allowed is 10 in the simulations. From above observation, this means that a significant amount of successful UEs in methods B and C must have exhausted the limit. This is verified by Figure 5 where we plot 90th percentile number of preamble transmissions for successful MTC UEs. It is observed that, with the introduction of NAS backoff, 90th percentile preamble transmission reduces to less than half for method A compared to both methods B and C. This observation suggests that the success rate of methods B and C will significantly reduce when maximum number of allowed preamble transmissions is reduced from 10, whereas the effect to method A will be much less. 
These observations also suggest that, because of less number of preamble retransmissions, the power consumption by RA procedure using method A should be much less compared to methods B and C. (Note that a preamble retransmission also causes addition power and resource costs due to all subsequent steps in the RA procedure.)
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Figure 5: 90th percentile number of preamble transmissions required by successful MTC UEs for different NAS backoff timer and paging cycle durations using different methods.

Observation 6: When the maximum allowable number of preamble transmissions is reduced, methods B and C will suffer more compared to method A.

Observation 7: In the presence of NAS backoff, UE power consumption due to RA procedure using method A should be much less compared to methods B and C.
3.4 Number of SIB(EAB) readings
Figure 6 shows average number of SIB(EAB) readings required by all MTC UEs for different NAS backoff values. It is observed that the number of SIB(EAB) readings do not change significantly with paging cycle duration. This is because there will always be 11 EAB updates in method A for each traffic burst (1 for each class and 1 for disabling EAB), and method B is independent of paging cycle. Therefore, the only variation will be in method C, which is observed to be insignificant. 
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Figure 6: Average number of SIB(EAB) readings required by MTC UEs for different NAS backoff timer and paging cycle durations.
It is also observed that the number of SIB(EAB) readings for method B is generally does not change much for lower or no NAS backoff, and slightly decreases for long NAS backoff. This is because in method B, the UE reads SIB(EAB) transmissions more frequently for no or lower NAS backoff even if the EAB info has not changed. Method B has the issue of UE having to read SIB1 every time it wants to perform RACH even though EAB may not be enabled. If the likelihood of MTC access is much larger than the likelihood of RAN overload, then method B will lead to higher UE power consumption for EAB info acquisition. On the other hand, methods A and C need to read SIB1 for EAB info updating purposes only when EAB is enabled. Although the number of SIB(EAB) readings in method A is approximately double compared to method C when looking at the snapshot of time when network is overloaded. Given that network overload due to surge of MTC traffic (and thus need of enabling EAB) should be an infrequent event, we believe the overall difference in long-term UE power consumption for EAB info acquisition between methods A and C should be insignificant. In addition, as indicated in Observation 7 above, method A has much lower preamble transmission compared to methods B and C thus results in lower power consumption due to RA procedure.
Observation 8: In real scenarios where the likelihood of MTC access may be much larger than the likelihood of RAN overload, it is expected that method B will lead to higher power consumption for EAB info acquisition, and the difference in long-term UE power consumption for EAB info acquisition between methods A and C should be insignificant.
3.5 Overall observation
From the above simulation results we find that, even in the presence of NAS backoff timer, method B is not adequate in controlling RAN overload when there is a sudden surge of MTC traffic. 
Both methods A and C can provide adequate RAN overload control. Longer paging cycle can be used for methods A and C to reduce power consumption of MTC UEs without additional penalty to success rate, but at the expense of access delay. There is a trade-off between access success probability and access delay. When access delay reduction is aimed without scarifying access success probability, method A with 1.28s paging cycle and 500ms NAS backoff is better compared to methods B and C. 
Method B has the issue of UE having to read SIB1 every time it wants to perform RACH even though EAB may not be enabled. If the likelihood of MTC access is much larger than the likelihood of RAN overload, then method B will lead to higher UE power consumption. Given that network overload due to surge of MTC traffic (and thus need of enabling EAB) should be an infrequent event, we believe the overall difference in long-term UE power consumption for EAB info acquisition between methods A and C should be insignificant. However, the overall power consumption of method A should be less than C because of reduced number of preamble retransmissions.
4 Conclusion
In this contribution, we evaluated and compared the effect of NAS backoff on the performance of different EAB information update and acquisition mechanisms. We found that, even in the presence of NAS backoff timer for barred UEs, UE reading the EAB information before performing random access (i.e., method B) is not adequate for RAN overload control. As discussed in 3.5, we consider the ETWS-like notification using paging a better solution since UE does not have to read SIB1 every time it wants to perform RACH, and also it provides flexibility for the network to configure the adequate paging cycle based on the desired level of RAN overload control. 

Among the two methods A and C based on ETWS-like notification, our simulations show that the access delay and number of preamble transmissions are higher and success rate is lower for method C. Given the network overload due to MTC traffic surge (thus EAB is enabled) should be an infrequent event, there would not be much reduction in UE power consumption due to reduction in the required number of SIB(EAB) readings in method C. However, method A is expected to reduce the power consumption of RA procedure due to reduced number of preamble retransmissions. Therefore, method A is found to be better than other considered methods.
The key observations (i.e., observations 1 to 8) from our performance studies were highlighted in Section 3. Overall, we propose the following:
Proposal: Adopt method A, i.e., ETWS-like notification using paging (UE not required to read latest EAB info before performing random access) as the EAB information update and acquisition mechanism.
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