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1 Introduction

At the RAN2#77 meeting, the issue of RACH failure on SCell in multiple TAs scenario for CA was discussed [1]. The agreements were as follows:
	Agreements

1 MAC will not inform RRC about reaching PREAMBLE_TRAN_MAX and consequently, RRC will not trigger RLF.

2 The UE does not report to the eNB that it has reached PREAMBLE_TRANS_MAX on an SCell.

FFS whether MAC stops the RA procedure when reaching PREAMBLE_TRANS_MAX


However, it remains open on clarifying the TAG status upon RACH failure and whether MAC stops the RA procedure when reaching PREAMBLE_TRANS_MAX. In this contribution, we analyze the above issues and share our opinions in the context of Rel-11.

2 Discussion

2.1 UL synchronization status of related SCell-only TAG upon RACH failure on SCell
In Rel-10, it is no need to perform RACH on SCell, since all activated SCells share the same TA value as PCell’s. However, at pervious RAN2 meetings, it was agreed that multiple TAs and TAGs should be supported in Rel-11, and the SIB2-linked SCell where the RA was performed is used as the timing reference for all UL SCells in the same TAG. Typically, RACH operation on SCell may be triggered in the following scenarios:
· Case 1: eNB initiates PDCCH order to trigger RACH on the SCell whose SCell-only TAG is out of synchronization (e.g. due to TAT expiry), aiming to recover UL timing alignment.
· Case 2: eNB initiates PDCCH order to trigger RACH on the SCell whose UL timing is misaligned with its TAG, aiming to reassign the SCell to another TAG [2].

· Case 3: eNB reselects an SCell as the new timing reference in the same SCell-only TAG.

For Case 1, since the SCell-only TAG is out of synchronization before RACH is performed, the related SCell-only TAG would remain in out-of-synchronization if SCell RACH failed.

Observation 1: If RACH is performed to recover synchronization of a SCell-only TAG, the TAG remains in out-of-synchronization upon SCell RACH failure.
For Case 2, when the SCell-only TAG is in UL synchronization status, and the eNB detects an SCell is not UL timing aligned with the SCell-only TAG, a PDCCH order RACH on this SCell needs to be triggered to obtain updated TA value for TAG change. If RACH on the SCell fails, the SCell will not be configured to any TAG. However, this change should not impact UL synchronization status of the pervious TAG which that SCell belongs to if other conditions are the same.

Observation 2: If RACH on the SCell for TAG change fails, it will not impact the UL synchronization status of the concerned SCell’s previous TAG.
For Case 3, for reasons such as SCell deactivation/de-configuration/removal and change of channel conditions etc, the eNB may reselect another SCell as the new timing reference in the same SCell-only TAG The eNB may trigger PDCCH order RACH to reselect a new timing reference in SCell TAG. When RACH on the candidate timing reference SCell is performed, we think UL transmissions on other SCells in the same SCell TAG should also be stopped to avoid potential UL interference resulting from the old TA to be used. Further, TAT of the SCell-only TAG should also be stopped. Obviously, if the SCell RACH failure occurs, the associated SCell TAG would be out of synchronization.
Observation 3: If RACH performed on the SCell for reselecting timing reference fails, its associated SCell TAG would be out of synchronization.
2.2 Handling of RACH failure on SCell

As agreed at the previous meeting, contention based RACH on SCells should not be supported in Rel-11 [1]. In other words, network initiated RACH (PDCCH order) is the only way applicable to SCell, meaning that eNB is able to have full control on RACH on SCell. As it was agreed at the RAN2#77 meeting that the UE does not report to the eNB that it has reached PREAMBLE_TRANS_MAX on an SCell, it means that eNB cannot directly get aware of the occurrence of RACH failures at UE side.
However, we believe that eNB can obtain the information related to RACH on the SCell by other methods. For example, in TDD the eNB can obtain channel condition information of an SCell through RRM/CQI measurement reports even during the period that PDCCH order RACH is performed on that SCell. In this case, if poor channel condition is detected, eNB may approximately derive the status of RACH on that specific SCell.
Alternatively, eNB may also detect RACH failures based on its configuration parameters (i.e. preambleTransMax and ra-ResponseWindowSize) for RACH on SCell. For example, if eNB has not received RA preamble from the UE on the SCell for a specific period (e.g. length of the period = preambleTransMax×ra-ResponseWindowSize) which is delivered to UE in SIB2, it may consider that RACH on the SCell failed.
Furthermore, there are many options for eNB to handle RACH failure on SCell, such as to deactivate the SCell, to remove the SCell from its TAG, or to trigger new PDCCH order RACH on other SCell, etc. From standardization perspective, it may be unnecessary to spend lots of efforts on standardizing the behaviour of eNB in this scenario. Thus, we propose that further actions after RACH failure on SCell can be left to eNB implementation.
Proposal 1: When RACH failure on SCell occurs, further actions can be left to eNB implementation.
According to current specification, when the number of RA preamble retransmissions on the serving/target cell reaches preambleTransMax, the RACH procedure on the serving/target cell can be stopped by further RRC procedure. However, as discussed in the last meeting, MAC will not inform RRC about reaching PREAMBLE_TRAN_MAX and RRC will not trigger RLF consequently [1]. It means that no RRC process can be used to stop RACH on SCell in Rel-11.
Moreover, if RACH on SCell failure occurs, eNB is able to configure the UE to perform RACH on another SCell for achieving UL timing alignment, timing reference reselection or changing TAG. Nonetheless, it is better that UE can autonomously stop RACH upon RACH failure on SCell and wait for further instructions from eNB. Since the value of PREAMBLE_TRANS_MAX is known by both eNB and UE, when UE stops the RA procedure upon reaching PREAMBLE_TRANS_MAX, eNB can be aware of the RACH status and decide what UE will perform next. Therefore, it is natural that MAC should stop the RA procedure when reaching PREAMBLE_TRANS_MAX.
Proposal 2: MAC should stop the RA procedure when reaching PREAMBLE_TRANS_MAX.
3 Conclusion
In this contribution, we have discussed issues for the TAG status upon RACH failure and whether MAC stops the RA procedure when reaching PREAMBLE_TRANS_MAX. We had the following observations:
Observation 1: If RACH is performed to recover synchronization of a SCell-only TAG, the TAG remains in out-of-synchronization upon SCell RACH failure.
Observation 2: If RACH on the SCell for TAG change fails, it will not impact the UL synchronization status of the concerned SCell’s previous TAG.
Observation 3: If RACH performed on the SCell for reselecting timing reference fails, its associated SCell TAG would be out of synchronization.
Based on the detailed analysis provided above, we suggest that following proposals are considered and agreed:

Proposal 1: When RACH failure on SCell occurs, further actions can be left to eNB implementation.
Proposal 2: MAC should stop the RA procedure when reaching PREAMBLE_TRANS_MAX.
4 References

[1]. R2-12xxxx, “Report of 3GPP TSG RAN WG2 meeting #77”, Dresden, German, Feb. 2012.
[2]. R2-114901, “TA group configuration and handling”, New Postcom, RAN2#75bis.



























































































































































































































PAGE  
1

