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Discussion and decision
1 Introduction

Some of the potential benefits of UE role in DRX parameter selection were discussed in RAN2#77 in Dresden. In this paper, we provide a qualitiative assessment of some of the benefits that have not been discussed yet, and argue for the inclusion of some form of UE role in DRX parameter selection.

2. Benefits of UE role in DRX parameter selection

2.1 Feature parity with Idle Mode
For Idle Mode, the UE can suggest a DRX Cycle to the MME for use during paging. This feature is motivated by UEs with push-to-talk applications, so that UEs with a specific need can request a shorter paging cycle. For example, push to talk UEs may need a 320ms paging cycle as opposed to a 1280 ms paging cycle for Connected Mode UEs. The UEs that require a specific shorter paging cycle can send a request to the MME using NAS, as shown in the quote below.
	From 23.401 [Note that the terminology “DRX Cycle” below refers to RRC Idle Mode]:
5.13  Discontinuous Reception and UE Specific DRX Parameter handling

In E-UTRAN and UTRAN, the UE may signal that it wishes to use the DRX cycle length broadcast in the RAN's System Information. Alternatively, the UE can propose a DRX cycle length. The MME shall accept the value proposed by the UE.


The signaling support in existing LTE does not inform the serving eNB for a RRC Connected UE whether the UE has requested a specific value for the paging cycle. An eNB is informed of the paging cycle only while paging a UE in RRC Idle State. 
When Connected Mode DRX is used for extended durations, the latency for incoming MT push to talk calls is determined mainly by the DRX Long Cycle. Hence, just as in Idle Mode, the UE should be able to request a specific  value for the DRX Long Cycle setting.
Observation 1: UE role in selecting the DRX Long cycle is important for applications with specialized latency requirements such as push to talk.
2.2 Role of TCP Round Trip Time
A large fraction of traffic in wireless networks relies on TCP. TCP protocol is self-clocking, i.e. data packets are generated by the sender upon the reception of acknowledgement packets. In a file upload scenario, the ACK is sent on the DL, and has the potential of being delayed by DRX. This is illustrated in the following figures.
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Figure 1: Small Bakchaul RTT
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Figure 2: Large Backhaul RTT

In Figure 1, we see the case where the backhaul RTT is small enough that the UE remains in DRX ON before receiving the TCP ACK. The TCP ACK is not delayed in this case. In Figure 2, the backhaul RTT is larger, and the TCP ACK arrives after the UE has entered DRX OFF. This causes the Ack to be delayed. If the InActivity timer is shorter than the backhaul RTT, then subsequent ACKs will also get delayed, delaying the overall slow-start process and the file upload time. 

The Backhaul RTT in current networks is usually quite small, but there are cases when the RTT can be large: for example, in case the peer is in a different continent or has a congested backhaul. It is very difficult for the eNB to determine the TCP round trip time to a particular TCP peer, as it involves a flow level inspection of packets. The eNB could avoid problem of UE entering DRX off while waiting for a TCP ACK by setting a conservative (long) InActivity timer, but that increases the battery consumption for UEs with normal TCP RTT values.
The UE, on the other hand, can easily determine the round trip time, as such functions are already part of the TCP client. If the UE can play a role in selecting the DRX InActivity timer, then it can try to have the timer always larger than the Backhaul RTT.
Note that we have only considered file upload in the figures above, but the argument is equally applicable to the file download case.

Observation 2: UE role in selecting the DRX InActivity timer helps prevent TCP delays in cases with excessively long round trip times to the TCP peer.
3. Conclusion
Based on the observations in this paper, we propose that:

Proposal 1: The benefits of UE role in selecting DRX parameters for the following two cases should be included in the TR (a) UE specific requirements for Push-to-Talk type applications (b) Handling of TCP traffic with large RTT to the TCP peer.

Several other benefits of UE role in selecting DRX parameters have been discussed in RAN2#77 [1]. In addition, we have described two more benefits (a) and (b) above.
Proposal 2: Agree to some form of UE role in selecting DRX parameters.
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