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1 Introduction

There were contributions presented at the latest 3GPP RAN2 meeting (#77 in Dresden) investigating whether D-SR or RA-SR is the best way to schedule background traffic, e.g. [2]. In this paper we further investigate the relation between D-SR, resource consumption and latency. 
2 Discussion
2.1 RACH-SR vs. D-SR

How does RA-SR compare with D-SR given the KPI:s of interest for eDDA? In this section we discuss the differences between D-SR and RA-SR from an eDDA perspective. The KPI:s upon which the different methods are compared are resource consumption, UE power consumption and delay (See the appendix for simulation parameters).
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Figure 1 Simulation results for IM traffic; D-SR interval is 10ms. Left: UE power consumption vs. signalling overhead; Right: RACH attempts vs. load.
Figure 1 depicts some simulations results for IM traffic (traffic is generated from statistics from measurements), namely power and RB consumption (left) as well as RACH attempts (right). The results comprise two scenarios, one with only RA-SR and one with RACH and D-SR. For IM traffic the only plotted  KPI:s, out of the ones mentioned above, are the ones which show differences between the two scenarios. The largest difference is seen for UE power and resource consumption where the RA-SR only method consumes more resources. The number of RACH attempts increases with load, as expected, for both scenarios. Note that also the system with D-SR requires RACH for UE synchronization. There seems to be a trend that as load increases the distance, i.e. the number of RACH attempts, between D-SR and RA-SR increases, possibly due to some RACH failures at higher load. 
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Figure 2 Simulation results for web traffic, D-SR interval is 10 ms. upper left: total number of SR:s vs. load, upper right: UE power consumption vs. signalling overhead; lower left: RACH attempts vs. load; lower right: end-to-end delay vs. load.

To get a better understanding, and to see if there is a relation with traffic type, we also look at web traffic, Figure 2 (see appendix for details) REF _Ref318979823 \h 
. Here we show some more KPI:s namely the end-to-end delay and the sum of SR:s (RA-SR + D-SR); one scenario has no D-SR. The overall pattern that was observed for IM traffic prevails. Given that the traffic in this case is more frequent than for IM, there will be more SR:s, which is seen in the lower left plot. The trend in RACH observed for IM traffic is a bit more pronounced here; the distance between RA-SR and D-SR curves increases with load. Here, also power consumption for the RA-SR scenario increases with load; probably to due more RACH attempts. The D-SR scenario has a few ms higher delay and the difference appears to be constant for all loads. 
The following section gives a brief explanation for the observations in the above figures.
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Figure 3 Principle of data transmission using D-SR vs. RA-SR
Figure 3 REF _Ref318979782 \h 
 shows the principle setup investigated here. The top part of the figure shows D-SR (10 ms interval in the simulations) and related transmissions, both UL and DL. The lower part of the figure shows the corresponding pattern for RA-SR. Arrows at the bottom represent UL data arrival. In this studied traffic scenario, UL data is only used to carry RLC overhead, i.e., ACK. Although RA-SR causes larger initial delay due to RACH handshake of msg2/3, the overall delay can be lower than that of D-SR. The example shows that for the same UL data arrival, the UE has to send three D-SR:s to transmit all data, but all data can be transmitted using only one RA-SR. The extra two D-SR:s required results in longer delay for the D-SR method. The lower delay using RA-SR may occur for certain traffic patterns.
The zero BSR is sent as a padding BSR, since the SR-triggered UL grant can carry UL data #1 and #2, and at the time PUSCH is sent, the buffer is empty. However, for RA-SR, after the BSR is sent in Msg3, UL data #3 arrives before the PUSCH transmission, so that the buffer cannot be emptied. This phenomenon is a combined effect of D-SR/RA-SR periodicity, UL data distribution and BSR algorithm. With a longer D-SR periodicity, there would be more data in the UL buffer when a D-SR is sent, so this effect would be alleviated in some extent, but once again, that depends on the BSE (buffer status estimation) algorithm. Once again, this shows that it is NOT necessarily so that RA-SR would cause larger delay.
Proposal 1 We propose that the results are included in the eDDA TR.
Conclusions from this first part of the investigation are that RA-SR only for high volume data transmissions is not a good solution. A consequence of just using RA-SR is higher resource consumption due to the need to transmit Msg2/3/4 for contention based RACH. Further, the UE power consumption is higher since the UE has to stay awake while waiting for Msg2/4 during RACH. An interesting observation is that delay is NOT necessarily increased at low load (RACH failures at high load would increase the delay).  The reason is a combined effect of D-SR/RA-SR density, BSE algorithm, UL traffic distribution, and scheduling algorithm.
3 Possible improvement
Trying to improve the current situation we have looked at a number of different cases. The proposed improvement is to introduce a temporary SR (T-SR) that can be triggered by certain traffic situations to temporarily shorten the SR interval without requiring a very high PUCCH load. When a user has downlink data the user is also likely to have uplink data, and SR:s would be sent to request a UL grant. Therefore, the SR resources could be temporarily allocated/triggered by downlink data (configured by MAC). The T-SR is effective until a timer expires (the periodicity/timer length could be traffic specific). Some benefits with this method is that it is faster than RRC when many SR:s are required directly after downlink transmissions and also carries less overhead than RRC. No resources are required to cancel the allocation since there is a time limit. This is also a drawback; the T-SRs are not good for users who require a short delay for a very long time, e.g. for gaming. 
In the following we compare a legacy network using a combination of RA-SR and D-SR with an improved setup comprising the legacy function and also a temporary SR with expiration timer, with the different configurations as follows (Please refer to the Appendix for other simulation parameters):
a. Case 1: Legacy scheme, RA-SR + D-SR (10/20/80ms period)

b. Case 2: RA-SR + D-SR (80ms period) + T-SR( 2ms period, 1/2/3s valid time length)

c. Case 3: RA-SR + D-SR (80ms period) + T-SR( 5ms period, 1/2/3s valid time length)

d. Case 4: RA-SR + D-SR (80ms period) + T-SR( 10ms period, 1/2/3s valid time length)
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Figure 4 SR resource allocation vs. delay with web traffic
 REF _Ref318978092 \h 
Figure 4 shows the results for web traffic. In the figure the SR load is defined as “Allocated PUCCH SR resources per user per second”, (e.g., in the legacy scheme, 10ms SR periodicity leads to 100 PUCCH SR:s per user*second). The enhanced scheme shows a fairly large improvement compared to the legacy scheme. Compared to the legacy scheme, the use of T-SR results in a reduction of the PUCCH SR load with about 60%-80%. Also, it can provide lower delay, i.e., 4ms lower than legacy scheme with 10ms periodicity. 
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Figure 5 SR resource allocation vs. delay with IM traffic
Figure 5 shows the results with IM traffic. With the legacy functionality it is possible to provide lower PUCCH SR load and similar delay performance as with the T-SR scheme. A shorter legacy D-SR interval results in higher load on PUCCH. With the proposed improvement the delay is fairly constant and SR resource usage is between that of 10 ms D-SR interval and 80 ms D-SR interval.

Proposal 2 We propose that a temporary SR is included in the TR for consideration as an improvement to help reduce delay without using more SR resources.
4 Conclusion

In this paper we investigate the relation between D-SR, RA-SR, delay and resource consumption. Which is the most resource efficient method to transmit data? The results show that using only RA-SR is possible (at least for IM) but will not provide very much gain for the end user or for the system. Instead this will lead to higher UE power consumption. A combination of RA-SR and D-SR, just as was intended, works well. It is, however, possible to further increase the performance in terms of resource consumption and delay by introducing a temporary SR allocation.
Based on the discussion in section 2 we propose the following:

Proposal 1
We propose that the results are included in the eDDA TR.
Proposal 2
We propose that a temporary SR is included in the TR for consideration as an improvement to help reduce delay without using more SR resources.
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6 Appendix: Simulation settings

	Traffic Model

	Traffic Model
	MBM Instant Message / Web traffic on Android platform

	Network Model

	Cell Layout
	7 sites hexagonal grid: 3-sector sites

	Inter-Site Distance
	Macro scenario 1: 500m

	Carrier Frequency
	2 GHz

	Distance dependent path loss
	L = 128.1 + 37.6log10(R) dB
R is distance in kilometers, an extra 20dB penetration loss is added

	Channel Model
	Typical Urban

	Shadow Fading
	Log-normal, 8dB standard deviation, 0.5 correlation between eNBs

	System Model

	Bandwidth
	5MHz

	PRACH
	64 preambles, 10 Dedicated preambles, 0dB PRACH Tx Power ramp-up step
ra-ResponseWindowSize - 5ms, mac-ContentionResolutionTimer - 32ms, 
PRACH Period - 10ms

	PUCCH
	10ms CQI period, 10/20/80ms SR period

	HARQ
	Maximum retransmission number = 9

	Scheduler
	Proportional Fairness

	RLC
	Maximum retransmission number - 4

	DRX
	onDuration timer = 2ms, inActivity timer  = 2ms, 
Short cycle = 20ms, Long cycle = 320ms,
Short cycle timer = 100ms.

	Handover
	A3 Event simulated, Offset = 4dB, Time to trigger = 40ms

	Synchronization
	Time alignment timer = 1s

	Receiver Noise Factor
	5dB

	Antenna model
	2D 3GPP SCM antenna, 2 Tx and 2 Rx antennas

	User Model

	Receiver Noise Factor
	9dB

	UE mobility
	Straight mobility model, with 3km/h velocity

	Antenna Model
	Omni antenna, 1 Tx and 2 Rx antennas
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