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1. Introduction
The packets of background traffic and IM traffic are generally sparse and small. According to the current period configuration of D-SR (Dedicated Scheduling Request), PUCCH resource utilization for SR is very low. A great number of the reserved SR resources are not used. Not configuring D-SR resource can reduce the D-SR resource waste, but if there is uplink data arrival, RA-SR will be initiated. The system resource consumption due to large number of RA-SR procedures also needs to be evaluated.
In this contribution, we provide some evaluation results on the D-SR and RA-SR for background traffic and IM traffic, and we prefer to enlarge the D-SR period. 
2. Evaluation on D-SR
For a connected-mode UE, a dedicated and periodic SR resource is typically allocated for the purpose of sending an SR. Once a D-SR is configured, the SR overhead is fixed no matter whether UE uses it or not. In the cases of background traffic and IM traffic, since the packet bursts occur infrequently and the size of a packet is typically small, for one UE, the resources allocated to D-SR is much higher than the resources allocated to data transmission.
According to TS36.213, the current D-SR periods include 1ms, 2ms, 5ms, 10ms, 20ms, 40ms and 80ms. Figure-1 shows the ratio of PRB used for D-SR and user data (expressed as the ratio of the PUCCH RBs needed for D-SR and the PUSCH RBs needed for transmitting the user data). The results are based on traces 16 and 17 for background traffic and trace 58 for IM traffic (as already captured in TR36.822). An RB is assumed to carry 18 multiplexed PUCCH format 1 opportunities. Percentage overheads of trace 16, trace 17 and trace 58 are 167%, 192% and 258%, even for 80ms D-SR period.
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Figure-1 PRB ratio of SR to data under current D-SR period
Observation1:  Under the current D-SR period configurations, resource allocated to D-SR is much higher than the resource allocated to user data for background and IM traffic.

Figure-2 shows the ratio of PRB used for SR and user data when SR period is enlarged from 80ms to 1280ms. When SR period is extended to 1280ms, the ratios of PRB used for SR and user data of trace 16, trace 17 and trace 58 are 10%, 12% and 16%, which may be acceptable compared with Figure-1.
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Figure-2 PRB ratio of SR to data with extended periods
Observation2: Extending D-SR periods can effectively reduce the PRB ratio used for DSR and user data.

Extendeding the D-SR period may increase the traffic end-to-end delay. Figure-3 shows the UL end-to-end delay results when SR period is extended from the current periods to 1280ms.
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Figure-3 UL end-to-end delay
Observation3: UL end-to-end delay is increased due to the extension of the D-SR period.

Background traffic and IM traffic are delay-tolerant traffic. If extended uplink end-to-end delay is considered to be acceptable, extending D-SR periods may be the simplest way to reduce the D-SR overheads.
Proposal1: It is suggested to extend the D-SR period to reduce the PRB ratio used for D-SR and user data. 
3. Evaluation on RA-SR
If periodic D-SR resources are not allocated to the connected mode UE, a random access procedure must be instead used by UE to request PUSCH resource. If a large number of connected mode UEs with background traffic or IM traffic will use RA-SR procedure, preamble collision probability will be increased based on the assumption that PRACH resources will not be changed. The increasing preamble collision probability will cause the RA procedure failure and several preamble attempts, which finally result in the increasing of uplink end-to-end delay not only for the UEs with background traffic and IM traffic but also for all UEs with RA procedure, which is shown in Figure-4:
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Figure-4 RA procedure
Tables-1and Table-2 provide a timing analysis of the flow depicted in Figure-4 based on FDD frame structure.
Table-1 Uplink data latency analysis (based on the procedure depicted in Figure-4(a))
	Step
	Description
	Duration

	1
	Average delay due to RACH scheduling period
	5ms

	2
	RACH Preamble
	1ms

	3
	Preamble detection and transmission of RA response (Time between the end RACH transmission and UE’s reception of scheduling grant and timing adjustment)
	4ms

	4
	UE Processing Delay and transmission of Msg3
	4ms

	5
	HARQ Retransmission (@ 30%)
	0.3 *8ms

	6
	eNB Processing Delay and UL grant
	4ms

	7
	UE Processing Delay and transmission of User data
	4ms

	8
	HARQ Retransmission (@ 30%)
	0.3 * 8ms

	
	Total User data transmission delay 
	26.8ms


Table-2 Additional delay introduced by preamble collision (based on the procedure depicted in Figure-4(b))
	Step
	Description
	Duration

	1
	Average delay due to RACH scheduling period
	5ms

	2
	RACH Preamble
	1ms

	3
	Wait for the end of RAR window (RAR window = 10)
	12ms

	4
	Optional average backoff time (on the assumption that backoff parameter value is 40ms)
	20ms

	
	Total additional delay 
	38ms


Tables-3 provides the UL user data transmission delays under different preamble collision probabilities. When a number of UEs with background traffic or IM traffic will use RACH procedure to request PUSCH resources, preamble collision probability and uplink user data delay will be increased. In the case that preamble collision probability is not rapidly increased, the additional delay is small and acceptable.
Table-3 Delay analysis with different preamble collision probability

	Preamble collision probability
	0%
	1%
	2%
	5%
	10%

	Uplink User data transmission delay
	26.8ms
	27.2ms
	27.6ms
	28.7ms
	31.6ms


Observation4: The uplink delay caused by the increase of preamble collision is acceptable.

From analysis of section2, for UEs with background traffic or IM traffic, a large number of them are delay- tolerant and may be assigned with an extended D-SR, a small number of them that have a high delay request may be assigned with a short D-SR, and for the rest of them  RA-SR will also be considered.
Proposal2: No need to change the current RA-SR procedure for background traffic and IM traffic. 

4. Conclusion
According to the presentation in the above sections, it is suggested:
Proposal1: It is suggested to extend the D-SR period to reduce the PRB ratio used for D-SR and user data. 
Proposal2: No need to change the current RA-SR procedure for background traffic and IM traffic. 
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