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1 Introduction

This is the email discussion report for RAN2 email discussion [76#33] on MDT Scheduled IP Throughput measurement, applicable to both E-UTRA and UTRA. 
Scope: “Discuss "scheduled IP-Throughput" measurement. If and how it need to be modified to be used for MDT. In continuation of the agreement made in this meeting”. 

Below are the relevant agreements from RAN2#76. 

	Agreements
1
Throughput measurement where the radio interface is the bottleneck link shall be supported for MDT rel-11. It shall be possible to correlate those with geographical location (for UMTS and LTE). 

2
For LTE, the ‘scheduled IP throughput’ measurement per QCI (as defined in TS 36.314) in the eNB can be used as a baseline for defining the MDT throughput measurement. FFS how to associate location information with this measurement. 

3
FFS which throughput measurement to use for UMTS. 


2 Discussion

2.1 Scheduled IP throughput, the baseline

Scheduled IP throughput is defined in TS 36.314. It main character can be described as follows: 

·  The measurement is defined to be UE specific and measured separately per QCI and for UL and DL. 

·  Throughput is measured across an active time that includes the time when there is data in the transmit buffer. 

·  The initial buffering time is not included. The active time starts when air interface transmission start.

·  The data volume counts PDCP SDU bits, i.e. L2 overhead is not included.  

·  The volume and the time of the last piece of transmitted data (that empties the buffer) are excluded from the measurement. 

·  Transmissions where the whole transmit buffer is included in one first HARQ transmission are not taken into account at all. 

Thus: 

·  This measurement will give results when the air interface is the limiting factor for transmission, i.e. when several different transmissions are needed to empty the buffer. 
·  For transmissions that are small enough to be transmitted in single transmissions, e.g. VoIP traffic, this measurement would be not applicable.
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Figure 1: Scheduled IP throughput

Suggested discussion on: 

Is the baseline scheduled IP throughput measurement suitable to be used for MDT, or does it need to be modified to enable MDT-sensible interpretations of results? 

What are the main discussion points in this? 

	Company
	Comments on the character of the baseline scheduled IP throughput measurement. 

	MediaTek
	A “real” drive test measurement at the IP layer would be somewhat different than scheduled IP throughput, taking into account initial buffering time, the tail part, and small single TTI transmissions. However for a “real” drive test, in order to be able to interpret the measured result, the traffic would be generated by a controlled traffic generator. We think typically such traffic generator would do limitless transmission using the TCP protocol.

Main benefits of the scheduled ip throughput measurement are the concept of “active time” and the exclusion of small single transmissions that would otherwise make results difficult to interpret in a real traffic mix.

For very large transmissions, the exclusion of initial buffering time and the tail transmission have no significant effect for results, and removing them for smaller transmissions doesn’t exactly capture the “end user perception” but makes the result more similar to the “large chunk throughput”, and thus easier to interpret. 

We see no usage related reason to change any of the “exclude initial buffering”, “exclude single transmission”, “exclude tail” characters of the measurement for MDT.

At non-high load, we’d expect UE throughput to be limited by UE AMBR or L1 throughput limited e.g. by UE SINR, UE power control. At high load, additionally, it would be expected that RAN would prioritize traffic of different QoS classes differently. It need to be discussed if the MDT measurement should be per UE or per RAB/QoS class.

	LG
	The “scheduled IP throughput” defined in TS36.314 is intended for calculating scheduling efficiency for data burst rather than calculating overall IP throughput. This is the reason why the “scheduled IP throughput” excludes the data in non-scheduled period. 
For MDT QoS verification purpose, we think measuring the overall IP throughput is more suitable, i.e. simply calculate the total transmit volume per unit transmission time. This is easier way to implement, and also easier way to draw a QoS map. 

	CATT
	We agree with the baseline that “scheduled IP throughput” excludes uncertain data such as “initial buffering” and “small data bursts”. Since the uncertain data have no significant effect on results based on very large transmissions statistic, reuse current definition for MDT measurement is appropriate.

	Renesas Mobile Europe Ltd.
	We agree with MediaTek that the existing IP throughput measurement could still be useful since it captures the throughput from a period of high activity. However, if seen useful in this discussion, other types of measurements could also be considered.

	ZTE
	We agree with MediaTek that the "initial buffering" ,"single transmission" and "tail" shall be excluded in the MDT throughput measurement. Low throughput may happen in different scenarios such as "no data in buffer" or "have data in buffer but no resource to transfer", simply calculate the total transmit volume per unit transmission time can not distinguish the two scenarios and may lead to some misunderstanding on the measurement result.

	Nokia Siemens Networks/ Nokia Corporation
	The objective of the throughput measurement as agreed by RAN2 is to capture the throughput when the radio interface is the bottleneck.  Given this use case, the Scheduled IP Throughput as defined in 36.314 seems to be suitable since the measurement is taken only while the transmit buffer has not been emptied.

	NTT DOCOMO, INC.
	Maybe we need to review the purpos(es) why a throughput measurement is needed.

1. To understand how much traffic is generated from which location.

2. To assess user experienced throughput when radio interface is the bottle neck in a certain location.

If only for purpose 1, we understand that maybe it is easier to roughly count the amount of data transmitted in a period of time. 

For purpose 2, “scheduled IP throughput” measurement is useful to understand the user perceived throughput. Although, for purpose 2, in order to be able to analyse or assess the user experienced throughput (e.g., analysing cases when low throughput in high RSRQ, etc.) other information, such as CQI, etc., is necessary.

We think that “scheduled IP throughput” measurement can be used also for purpose 1, i.e., overall data volume can be deduced from the accumulation of transmitted/scheduled data.

	Huawei
	The scheduled IP throughput seems to be adequate for the proposed use cases. In principle we do not see any need for modifications, but if it is a requirement to have identical measurement definitions in UMTS and LTE it may be discussed if it is better to define a throughput measurement that is simpler to implement in UMTS.

Including the possibility for measurement per RAB/QoS class seems like a more future proof solution, we think it would be beneficial. 

	Ericsson, 
ST-Ericsson
	The “scheduled IP throughput” measurement as defined in 36.314 should be sufficient for MDT purposes, i.e. with excluding initial buffering, excluding single TTI transmissions and excluding transmission in last TTI. 

As the throughput measurements in 36.314 are defined for eNB side execution, it shall be the eNB that measures and reports these throughput measures also in the MDT case.

We believe it would be sufficient to support throughput measurements per UE level first and introduce per radio bearer measurement only when proved to be feasible and necessary. For example, it needs to be considered whether there would be sufficient amount of samples to calculate throughput when split into per bearer level or it will just increase the number of useless samples (e.g., too small chunks, etc.,).

For determining traffic distribution (traffic location) in the coverage area a different measure needs to be used, e.g., the total number of bytes transmitted over a measurement period.

	MediaTek 2
	In response to DOCOMO proposal that the throughput measurement should cover also the case of traffic volume reporting, we think such assumption is premature as we don’t know enough yet about the required measurements, and can be re-evaluated when we have gained more knowledge.

	Kyocera
	The current baseline i.e. scheduled IP throughput measurement is suitable to be used for MDT since we prefer to mainly focus on the cases where air interface throughput is a limiting factor, for improving the experience of end-user which have large pieces of data. We also think the current specification should be reused as much as possible.

	Samsung
	Scheduled IP throughput intends to measure IP throughput excluding the impact on traffic pattern and packet size as described in TS36.314. It is in line with MDT QoS verification purpose. 

	Vodafone
	The scheduled IP throughput definition is appropriate for non-GBR type traffic as it captures the actual achieved throughput when the UE has data to send (which is what the MDT measurement should capture). However, we believe that to have a complete picture of the UE achieved throughput, we should also capture the throughput of any GBR type bearer that might be ongoing at the point where there Non-GBR throughput was measured. Moreover, we have to be careful about what an appropriate measurement period is for an MDT throughput sample. 

	InterDigital
	We agree that existing scheduled IP throughput measurement would be sufficient as a baseline to measure user throughput achieved during periods of high activity. 
To ascertain complete user perceived experience in presence of radio link bottlenecks, delay due to initial buffering time may also be a useful metric. If seen useful for this discussion, other measurements or additional means to deduce this may also be considered. 


2.2 Measurement Period and how to associate location information

Suggested discussion on: 

Would it make sense to have a “measurement period”, allowing one measurement result to be delivered for each such period?

Could the current “periodical” location reporting for the coverage use case be reused for the scheduled IP throughput measurement or would something else be needed? 

What are the main discussion points in this? 

	Company
	Comments on measurement period and how to associate location information for the scheduled IP throughput measurement. 

	MediaTek
	With the current scheduled IP throughput measurement, one result is produced each time the transmit buffer is emptied. The rate of emptying the buffer could be very different depending on the current data rate, and also depending on other factors such as backhaul throughput. 

We think it would make sense to have a “measurement period”, allowing one measurement result to be delivered for each such period. We think this would reduce the amount of reported data, and make it easier to correlate measurement results with location, and other measurement results. 

Regarding how to do location correlation we think the main additional aspect to consider is if to just support periodic location for rel-11, or to optimize such that no location is reported or logged while there is no data transmission.

	LG
	Yes, measurement period is required to correlate measured IP throughput with location. As explained in 2.1, we think overall IP throughput needs to be measured, and the measurement is performed as “total transmit data volume / measurement period”. The throughput is then correlated with the location.

	CATT
	Yes, we also think measurement period is required to correlate measured IP throughput with location as LG said. Regarding how to relate the location and the MDT result is mainly lie on the MDT measurement performed in which side. If at least one of the MDT result and the location info is collected in the eNB, the eNB could gather both information and associate them.

The current “periodical” location reporting could be reused, and it’s better that the location obtaining period matches the MDT result collection period. The MDT measuring may run through the whole period, so in which time point the location been obtained inside the period should be considered.

At the end of the transmission, the buffer may be empty in the midway which cause the calculation not very accurate. Therefore how to handle the non-filled period also should be considered.

	Renesas Mobile Europe Ltd.
	We think that a “throughput over a measurement period” could be useful, as it would allow an estimate of what the UE experience is over the defined period. This could allow online monitoring of certain service QoS. However, such a mechanism could be possible already now at the network side, even though nothing has been specified so far. 

	ZTE
	We agree the measurement period is needed, and the current "periodical" location reporting for the coverage use case could be reused for the scheduled IP throughput measurement.

	Nokia Siemens Networks/ Nokia Corporation
	We agree that a measurement period is needed.

Since the QoS experienced by a user is affected by the radio conditions, it seems reasonable to expect that periodical M1 measurements are configured to the UE during QoS verification / mapping.  Therefore, the Rel-10 mechanism for location reporting can be reused in order to associate location information with the throughput measurements.

	NTT DOCOMO, INC.
	It seems that the necessity for defining “measurement period” is not very clear yet.

From the opinions, the purpose of defining “measurement period” are, at least the following:

1. For minimising the number of reports (e.g., one report (which may consist of several data burst) in one measurement period. 

2. For correlating location information (e.g., location info acquired within a “measurement period” is associated with the throughput calculated within that period.)

3. For averaging the transmitted data over a defined period (“throughput over a measurement period”)

For 1, the necessity of “measurement period” depends on where the throughput measurement is taken. If the measurement is taken in the UE then, it’s understandable for wanting to define such parameter. However if the measurement is taken in the RAN, then RAN can just log each throughput measurement and send to OAM a set of throughput measurements in a certain timing, e.g., one time a day, etc.

For 2, using “measurement period” to correlate location information may cause less accuracy of the correlation, e.g., in long “measurement period”, the location information that is associated to the throughput measurement may not be as accurate as e.g. correlating location info acquired during the “active time” per data burst, or time stamping each measurement (throughput and acquired location info) and let OAM correlates the two based on the time stamp, etc.
Other way of correlating location info to the throughput measurement should be discussed first. 

For 3, assuming that the eNB will log the throughput measurement when QoS MDT is activated, it seems that “measurement period” for purpose of averaging transmitted data can be defined as eNB internal parameter, thus may not need to be defined.

	Huawei
	We think that it is preferable to allow a measurement period to be defined, mainly as a simple way of splitting long active transmission periods into multiple measurement reports for correlation with location information. It would also imply that multiple shorter transmissions could be averaged in one measurement period, i.e. for one location. 

Using the periodic location from measurement reports is a reasonable baseline solution. Further optimization of this is possible, but may be considered low priority in R11.  

	Ericsson, ST-Ericsson
	It is necessary to introduce a measurement period, where measurement results over the period is reported in an aggregated way. However, in order to avoid loosing too much information via aggregation, it is necessary to keep the time window of aggregation relatively short (e.g., on the sec level).

Associating location information with throughput reports should be possible and the positioning support to be developed for MDT shall be used for that purpose. This means that no extra support is needed for positioning reports of throughput measurements, the mechanism that is going to be developed for MDT shall be reused. Note that this would mean that the positioning related information and throughput measurements can be reported in separate messages and correlated in TCE.

	Kyocera
	We agree with most companies above that measurement period is required to correlate measured IP throughput with location.

Regarding how to perform location correlation, the radio link condition (e.g., low throughput condition) should be taken into account. For example, if periodic location is adopted the UE will report its location information (or information for positioning calculation) even in the case of low throughput condition. The periodical location reporting may result in additional traffic load to an already congested radio link which should be avoided if possible. We don’t think anything should be excluded for now, but this topic should be treated carefully.

	Samsung
	Actually, a result on scheduled IP throughput is not provided whenever the buffer is emptied.

As shown in TS36.314, the ‘measurement period’ has already defined:

“This measurement is obtained by the following formula for a measurement period:

… ”
In other words, with the current specification, the result is provided every a measurement period. Therefore, we can stick to the current specification. Furthermore, keeping the period is useful to map QoS data with the location information. 

	Vodafone
	The selection of an appropriate measurement period is critical to correctly correlating throughput measurements with location information. We think that the use of periodic location information can be a baseline for obtaining location information in the network. We would like to highlight the point that useful MDT measurement sample is one which only captures the relevant information in one location. It is highly desirable that the measurement period is controlled by arrival of location information at the network i.e. a new sample is created when location information changes. This is the most effective way to correlate the measurement with the location information. 

	InterDigital
	We agree with NTT DCM, and see measurement period achieve at least two purposes:

1. For averaging the transmitted data over a certain time period.

2. Correlation of throughput measurement with location information

We think (1) would be useful to estimate user perceived throughput in a certain time period, and eNB could select appropriate measurement period for this purpose. 
(2) is necessary to accurately correlate traffic transmitted from different locations. We agree the current "periodical" location reporting for the coverage use case could be reused for the scheduled IP throughput measurement. The value of measurement period would be a tradeoff between maintaining reasonable signaling overhead and sufficient granularity to narrow down locations with congestion/issues with link conditions.
As an additional discussion point, in order to find areas where additional capacity may be require, the operator may desire additional measurements to detect where the traffic is generated. This is also a factor in the user perceived experience, and needs further discussion.


2.3 Continuity at connection interruptions

The WID indicates for QoS verification: “It should be taken into account user-perceived non-availability of connection, e.g. at lack of coverage, frequent connection recovery or frequent handover.”
Typically a real drive test measurement could log user plane measurements regardless PLMN control plane behaviour, i.e. in areas with frequent connection interruptions, QoS user plane measurements would show the resulting QoS taking into account connection interruption effects to delay, data loss and throughput.

Suggested discussion on: 

Taking connection interruptions into account for the MDT throughput measurement, would it be reasonable? How should it be done?

	Company
	Comments on measurement continuity at connection interruptions for the scheduled IP throughput measurement. 

	MediaTek
	Indirect effects such as TCP congestion handling throughput reduction would be taken into account if inter cell measurement continuity is supported, which we assume. 

Regarding direct effects: As the scheduled IP throughput would consist of data volume and active time, and no data is transmitted during a connection interruption, measurement continuation would mainly be dependent on the possibility to continue counting the active time during interruption times when UE might change cell. 

We think this could be supported with low complexity is several solutions (UE or eNB), however we suggest this discussion to have lower priority than other issues in this email discussion.  

	LG
	This issue more or less depends on the measurement method, and it is premature to discuss now.

	CATT
	User-perceived non-availability of connection may result in bad user experience, so this problem could be distributed to several correlative aspects which are fathomable and could be solved one by one, such as lack of coverage, frequent connection recovery or frequent handover. 

For this bullet in WID, the user-perceive could be measurement without the limitation of throughput but mostly use the record by RRC layer. The record may be the quality of channel, whether in the PLMN edge, the interrupt time during handover and so on. This could be discussed further and with no relationship with this email.

For the impact of user-perceived non-availability of connection on the IP throughput, the handling of interrupt time should be considered; otherwise the statistic may be inaccurate. Some problems should be considered further e.g. whether the throughput could be calculated in the handover phase, whether the interrupt time could be ignored, and whether a new MDT process should be started after each handover etc.

	Renesas Mobile Europe Ltd.
	Connection interruptions such as scheduling delays, handover, RLF or HOF are typically noticed at the network side already, so the information would be theoretically available already now.

Whether any additional mechanisms for interruption time tracking is needed could be discussed when the decision on throughput measurement mechanism has been done.

	ZTE
	We would like to discuss the requirement of QoS measurement continuity at connection interruptions first and try to find out whether we have to support the QoS measurement continuity during inter-eNB handover. This conclusion may have some impact on the decision of detail solutions (e.g. the UE based measurement will have much lower complexity than the RAN based measurement on this function.).

	Nokia Siemens Networks/ Nokia Corporation
	It is unclear whether there is a need to support throughput measurement continuity across mobility events. Assuming that coverage and mobility parameters are evaluated and optimized by other existing techniques (e.g. MDT coverage optimization and SON MRO), mobility events should have only a marginal effect on observed throughput.

	NTT DOCOMO, INC.
	It would be beneficial to be able to correlate/associate user throughput measurement with the connection failure/interruptions events, to understand the possible relationship between the two. 
E.g., in intra eNB connection reestablishment, assuming RAN based DL throughput measurement, interruption due to connection reestablishment may be included within the “active time”, but since no data is sent during the interruption time, the resulting throughput maybe low.

However, the possible behaviour for other interruption time due to other cases, e.g. inter eNB handover, etc, needs to be further discussed. (Clarification in 36.314 on how to count scheduled IP throughput for handover case might be needed)

	Huawei
	We agree with MediaTek that the continuation of the active time can be supported with low complexity. Since connection interruptions can contribute significantly to service deterioration we think it is relevant to capture this. We also see some potential of using such measurements for optimization that goes beyond for example MRO, which is only based on connection failures. 

Based on these considerations we think it would be useful to support measurement continuity at connection interruptions. 

	Ericsson, ST-Ericsson
	The type of interruptions can be different, e.g., interruption in scheduling due to congestion, interruption due to handover or interruption due to RLF, etc. We believe that there is no need to explicitly consider interruption in the throughput measurement. The throughput measurements already consider implicitly certain interruptions, e.g., due to scheduling. In case of a handover, the new cell will start measuring and reporting the throughput, which means that each cell will generate its own samples and there is no need to consider interruption further than that. For other types of interruptions, e.g., due to RLF, it is possible to report the actual failure event and during data processing correlate this with throughput samples.

Moreover, assuming that a measurement period is used, there will be anyway a periodic “interruption” when a new measurement period starts. As the measurement period should be anyway sufficiently short, there is no need to consider interruptions lower than the measurement period level.

	Kyocera
	To know end-user experiences, connection interruption should be taken into account for the MDT throughput measurement. We think the discussion of connection interruption should not be delayed since the desirable architecture may be dependent on whether connection interruption is considered or not.

	Samsung
	The network could already detect the problems based on the number of RLF’s happening. We can’t see the strong need for enhancements. 

	Vodafone
	Capturing the effect of service interruption on the user perceived throughput is an interesting proposition for the operator as it more correctly captures the achieved throughput in a given location where the service interruption occurred i.e. the throughput calculation includes the interruption time experienced. If the interruption occurs due to a re-establishment on the same cell, it is appropriate to continue the current measurement sample as the interruption time is a valid time to include in the throughput calculation. However, if the re-establishment or handover results in the UE being served by another cell of a different eNB, then a new measurement sample has to be started. Since no data was transferred during the interruption, the ‘frozen’ state of the measurement sample can be signalled in handover procedures and the ‘follow up’ sample can take the ‘frozen state’ into account.

	InterDigital
	MDT QoS verification should be taken in a way similar to real road test. The connection interruption caused by UE mobility is implicitly a part of user experience, and current mechanisms include RLF reporting and SON-MRO reporting. We don’t see a motivation to have additional mechanisms to handle these interruptions.


2.4 Logging of MDT throughput in the UE or in the RAN

Suggested discussion on: 

Should MDT throughput be logged in the UE or in the RAN? What are the main discussion points in this? 

	Company
	Comments on whether to do logging of the MDT throughput measurement in the UE or in the RAN. 

	MediaTek
	 For a UE based measurement: 

·  Scalability would be better. More UEs could be measured. 

·  Similarity to Drive test would be higher, meaning e.g. that there would be less reliance on RAN vendor differences, and e.g. that Support for continuity at connection interruptions could be simpler. 

·  There would be a non-negligible increase in UE complexity.

For RAN based measurement: 

·  Assuming that very high UE complexity must be avoided, placing the measurement in the RAN, it could be expected that feature richness could be higher in the end, e.g. more measurements for correlation, explaining observed throughput.  

·  Maybe better reuse between MDT measurement implementation and measurement implementations for network performance observations. 

Overall we think both approaches are possible.

	LG
	Both approaches are feasible, but we would like to avoid UE involvement as much as possible. Thus, we prefer RAN based solution, with potential UE assistance information, if necessary.
The potential issues in RAN based solution are:

· How and to what extent the measurement accuracy should be guaranteed.
· What kind of UE assistance information is needed.

	CATT
	Agree with LG, we prefer RAN based solution to avoid higher complexity. Logging in RAN is facile to collect the IP throughput, and easy to tie them with the LCS location info (e.g. network based positioning methods).

	Renesas Mobile Europe Ltd.
	Both approaches are possible, but we would prefer RAN-based measurements.

The existing IP throughput measurement is done at the network side, and RAN-based measurement allows more flexibility for network vendors, given that the RAN already knows the status of both UL and DL data transmission and scheduling limitations. 

A UE-based solution would have more specification impact for both eNB and UE since that would require e.g. specifying the memory requirements, affected QCI/QoS classes and signalling of the measurement parameters to the UE. 

	ZTE
	It depends on the conclusion of question 2.1 and 2.3. The QoS measurement continuity during inter-eNB handover can be easily supported by the UE based measurement, but the "scheduled IP throughput" defined in TS36.314 can not be used in downlink for the UE based measurement due to the lack of downlink buffer size information of the eNB. 

	Nokia Siemens Networks/ Nokia Corporation
	If the Scheduled IP Throughput measurement is adopted, then a RAN-based approach is preferred since all of the needed information is already known to the RAN, and the overall complexity of the solution would be less.

	NTT DOCOMO, INC.
	Considering the UE impact, we prefer RAN based throughput measurements with UE assistance of reporting location info and/ or DL measurements. 

	Huawei
	We agree that it is possible to measure the throughput either in the UE or in the RAN. Given the guidelines in the WID of minimizing the UE impact it seems more appropriate to measure in the RAN.

	Ericsson, 
ST-Ericsson
	As the throughput measurements in 36.314 are defined for eNB side execution and the eNB can measure with sufficient accuracy the throughput in the defined way, it shall be the eNB that measures and reports the throughput also in the MDT case.

	Kyocera
	We agree with most companies above that the solution should try to minimize complexity at the UE. Perhaps RAN2 should consider a RAN based solution at first. However we should also consider whether the RAN based solution can guarantee location information accuracy. The lack of location information accuracy may not satisfy the requirement of Rel-11 MDT and result with inferior network management from useless MDT measurements. Therefore if RAN based solution can’t guarantee location accuracy, we think UE based solution also should be considered.

	Samsung
	For both DL and UL, the Scheduled IP throughput is already defined to be measured in eNB side. We are in line with LG’s comment.

	Vodafone
	Avoiding UE impact is understandable and it seems that UL/DL throughput measurements are readily available in the network. The main issue to address is how to correctly correlate the measurement with received location information so that the sample collected has similar value to one which would have been collected in the UE e.g. in terms of the measurement being relevant to the location where it was performed

	Interdigital
	We think that both approaches are feasible. In case of RAN based solution, additional discussion is required to handle log combination and location correlation since the log could be collected by multiple eNBs.


2.5 MDT throughput measurement for UMTS

For WCDMA the following L2 measurements are defined in TS 25.321. 

· HS-DSCH provided bit-rate measurement

· E-DCH provided bit-rate measurement

The measurements are cell level measurements, counting MAC-d PDU bits, per priority class, and have a fixed measurement period of 100ms, for which the average bit-rate is provided.
In TS 32.405 we find data volume measurements, being the closest to a bit-rate measurement

· Number of octets of acknowledged MAC-hs PDUs.

· Number of octets of acknowledged MAC-e PDUs.

The 32.405 measurements are cell level counters, counting octets on MAC-hs and MAC-e PDU level assuming a counter collection period. 

It is concluded that there is no already defined throughput measurement for UMTS that is suitable for MDT. Thus, it would make sense to analyse the complexity of implementing the LTE scheduled IP throughput measurement also for UMTS.  

For UMTS, a throughput measurement in the UE could in principle be done similarly as for LTE, with similar complexity. 

For UMTS, a throughput measurement in the RAN may be slightly different to a LTE measurement, as the protocol stack is split between RNC and Node B. 

If the scheduled IP throughput measurement is done in the RNC, in principle: 

·  It would be “straightforward” to count the data volume on PDCP SDU level

·  It would be “straightforward” to do the MDT logging, but 

·  The active time would either be inaccurate (if estimated in the RNC) or require some complexity to deduce it (it would be known by Node B). 

·  Discarding single TTI transmissions and tail part of transmission may also be associated with some complexity (it would be known by Node B). 

If the throughput measurement is done in the Node B, in principle: 

·  It would be “straightforward” to take active time into account, 

·  It would be “straightforward” to remove single transmissions, and tail part of transmission. 

·  Measurement result would need to be reported across Iub for immediate MDT logging in the RNC. 

·  It would be complex to count the data volume on PDCP SDU level.

For UMTS, MDT throughput measurement applicability to transport channels may need to be discussed.

Suggested discussion on: 

·  Should “scheduled IP throughput” or a similar measurement be applicable to UMTS?

·  What would be the implementation complexity, restrictions and limitations in applicability? 

·  Should “scheduled IP throughput” be modified for UMTS? If yes, how? 

·  What are the main discussion points in this? 

	Company
	Comments on using scheduled IP throughput for UMTS

	MediaTek
	We assume that at least HS-DSCH and E-DCH transport channels should be supported. We think that for MDT, the important parts to get a sensible interpretation of measurement results are the concepts of active time and the removal of single transmissions. Thus we think that for WCDMA, the measurement would best be implemented in the UE or in the Node B. If implemented in the Node B, simplifications to include RNC L2 overhead bits in the data volume count should be considered, similar to current cell level L2 throughput measurements.7

	CATT
	Since the transport channels of HS-DSCH and E-DCH in UMTS are similar to “scheduled IP throughput” in LTE, therefore we think they are also necessary for UMTS MDT measurement. Whether DCH/FACH which may bear the voice traffic could be included is FFS, and it depends on if all pieces of data (e.g. small single transmissions) should be included. 
Both methods of Node B and RNC implement the MDT measurement described above are only aimed at the shared channels HS-DSCH and E-DCH, there are some limitations because such as MAC-hs, MAC-e and the RLC/PDCP entities are not located in the same node. If DCH/FACH is considered, it’s better for the measurement to be implemented in the RNC because the related MAC entity is located in the RNC. Therefore where to implement MDT should be reconfirmed after the measurement contents are decided.

	Renesas Mobile Europe Ltd.
	A similar measurement to “scheduled IP throughput” could be implemented for UMTS at the RAN side. That would also better allow UEs from any release to be considered in the measurements.

	ZTE
	We also think a "scheduled IP throughput" similar measurement could be introduced in UMTS for the transport channels of HS-DSCH and E-DCH at NodeB side with a reasonable complexity.

	Nokia Siemens Networks/ Nokia Corporation
	It seems challenging to implement a scheduled IP throughput for UMTS that is the same as LTE, due to the architectural differences. When considering possible network-based alternatives, the benefits and complexity of a Node B approach versus an RNC approach should be further evaluated before taking a decision.

	Huawei
	We think that collecting the measurements either in the UE, eNB or in the RNC is possible, but it would be preferable to avoid making the measurements in the UE. If the measurement is done in the RNC it would be difficult to implement according to the 36.314 scheduled throughput definition. Hence, if it is critical to use that definition it may be best to implement it in the NodeB. However, we are not sure it is critical have exactly the same throughput definition for UMTS as for LTE. As long as extensive idle periods are removed, the throughput estimate could be reasonably accurate for large transmissions. Removing the tail parts or single transmissions seems less critical. Hence, we think it would also be possible to implement a measurement in the RNC that can fulfil the requirements of the current use cases. 

	Ericsson, 
ST-Ericsson
	It is not easy to get same type of measurements in UTRAN like in LTE because of the architecture is different due to the differences in location of protocol endpoints and location of scheduling functionality and it needs some further study what would be achievable.

	Vodafone
	We prefer an aligned definition of the throughput measurement in UMTS and LTE, if possible. However, if for architectural reasons we cannot have the same definition as in LTE, we might have to consider a modified definition of the scheduled IP throughput that is valid for both UMTS and LTE.  


3 Conclusions

1.  After a more detail review, there is significant support that Scheduled IP throughput is a suitable QoS measurement for MDT (one company has a divergent view).
2.  There is full support that the MDT throughput measurement shall be measured in the RAN, rather than in the UE. There were also a comment that a RAN measurement might be improved by UE assistance.
3.  There is full support to reuse Rel-10 concept of position reporting for DL mobility measurements for MDT throughput measurement.
4.  There is significant support to introduce a measurement period for the MDT throughput measurement (one company has a divergent view).
5.  There is full support that there is no current UMTS throughput measurement that is suitable for MDT, and a new measurement should be considered.
6.  There is support to conclude that it is difficult to implement exactly the Scheduled IP throughput for UMTS, due to the protocol stack split between Node B and RNC. There were also several opinions that the UMTS measurement do not need to More study is needed on this point. There were opinions expressed that “active time” and “removal of single transmissions” are the most important aspects of Scheduled IP throughput.
7.  There were few and divergent opinions whether the MDT throughput measurement should be per UE or per RAB/QoS class, group of RABs/QoS classes.
8.  The opinions on the need and priority to support measurement continuity at connection interruptions are not conclusive. Some opioins expressed indicate that support of continuity could have quite low complexity. Other opinions stated that it is too early to discuss this..
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