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1. Introduction

The attached text proposal is provided by the Rapporteur and corrects several known editorial errors in TR 36.822 v0.2.0.
These are:

· Update of figures 4.2.1-7 to 4.2.1-12 to include missing line for trace #21
· Add missing description of variables TDSR, TCQI and TSPS in section 5.1.1 and correction of equation for NRBCQIPUCCH in the same section

· Correction of value “0.008%” to read “0.08%” in the 10ms period column of table 5.1.2.1-1
· Update of table A.1-1 with provided values
RAN WG2 is requested to approve these changes.

Text Proposal
------------- <1st changed section>---------------
4.2.1
A) Background Traffic

Background traffic refers to the autonomous exchange of user plane data packets between the UE and the network, generally in the absence of a specific user interaction with the device.  The packets often arise due to open applications (or processes that remain resident in the device memory) which require communication on a regular or intermittent basis with peer entities within the network.

The traffic is generally low in volume (i.e. it has a low mean data rate) and comprises packets that may be widely dispersed in time.  In observed scenarios with a relatively small number of open background applications and processes on a typical device, the mean volume of data (aggregated uplink plus downlink) ranges from approximately 5 Bytes/s through to approximately 250 Bytes/s.

Keep-alive behaviours may be present, in which case the observed packet inter-arrival durations will display an upper limit.  The exact characteristics of the traffic vary as a function of the particular applications that are running.

Due to the range of application behaviours, significant variations in the observed statistics are seen.  Background traffic (in the case where one or more background data applications are running) may therefore be divided into two categories: “light background” and “heavier background” respectively.  Light background traffic corresponds to generally lower mean data rates and a lower mean number of packets per second.  Light background traffic also has less clustering of packets.  In the figures that follow, this aspect has been used to help differentiate between light and heavier background cases:

· Light Background:  Traces for which the packet inter-arrival CDFs lie mainly to the right of a straight line drawn from 25% at 100ms through to 75% at 10secs (on a plot with logarithmic X-axis and linear Y-axis)

· Heavier Background:  Traces for which the packet inter-arrival CDFs lie mainly to the left of a line drawn from 25% at 100ms through to 75% at 10secs (on a plot with logarithmic X-axis and linear Y-axis)

In addition, a trace of traffic generated in the absence of any background data applications (i.e. data related to the operating system only), has been captured.  This is referred to below as OS-only traffic.
Light Background

Figures 4.2.1-1 through 4.2.1-4 show downlink and uplink cumulative distributions of packet inter-arrival times for several recorded light background traffic traces.  Figures 4.2.1-5 and 4.2.1-6 show the corresponding cumulative distributions of the IP packet sizes (including IP headers).

Traces are indexed by their Trace-ID.  A list of Trace-IDs may be found in Appendix A.1.

[image: image1.emf]10

-3

10

-2

10

-1

10

0

10

1

10

2

10

3

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Packet Inter-Arrival Time (seconds)

CDF

Light Background: DL Inter-Arrival Distribution

 

 

 1

 8

18

19

24

27

28

29

30


Figure 4.2.1-1:  Light Background Traffic - Packet Inter-Arrival Time CDFs (downlink)
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Figure 4.2.1-2:  Light Background Traffic - Packet Inter-Arrival Time CDFs (downlink – log Yaxis)
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Figure 4.2.1-3:  Light Background Traffic - Packet Inter-Arrival Time CDFs (uplink)
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Figure 4.2.1-4:  Light Background Traffic - Packet Inter-Arrival Time CDFs (uplink – log Yaxis)
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Figure 4.2.1-5:  Light Background Traffic - Packet Size CDFs (downlink)
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Figure 4.2.1-6:  Light Background Traffic - Packet Size CDFs (uplink)

Heavier Background

Figures 4.2.1-7 through 4.2.1-10 show downlink and uplink cumulative distributions of packet inter-arrival times for several recorded heavier background traffic traces.  Figures 4.2.1-11 and 4.2.1-12 show the corresponding cumulative distributions of the IP packet sizes (including IP headers).

Traces are indexed by their Trace-ID.  A list of Trace-IDs may be found in Appendix A.1.
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Figure 4.2.1-7:  Heavier Background Traffic - Packet Inter-Arrival Time CDFs (downlink)
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Figure 4.2.1-8:  Heavier Background Traffic - Packet Inter-Arrival Time CDFs (downlink – log Yaxis)
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Figure 4.2.1-9:  Heavier Background Traffic - Packet Inter-Arrival Time CDFs (uplink)
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Figure 4.2.1-10:  Heavier Background Traffic - Packet Inter-Arrival Time CDFs (uplink – log Yaxis)
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Figure 4.2.1-11:  Heavier Background Traffic - Packet Size CDFs (downlink)
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Figure 4.2.1-12:  Heavier Background Traffic - Packet Size CDFs (uplink)
Background – OS only (no applications)
One investigation into traffic associated with a particular version of an operating system (and excluding any traffic associated with background applications) determined that a keep-alive sequence of 3 packets (2 uplink and 1 downlink) was exchanged within a burst approximately every 28 minutes.  The burst size totalled 206 bytes and the burst duration was observed to be less than 2 seconds.  Figures 4.2.1-13a and 4.2.1-13b show the respective cumulative distributions of packet inter-arrival times and packet sizes, corresponding to trace ID 61 of table A.1-1.
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	Figure 4.2.1-13a:  OS-only traffic, Inter-Arrival Time
	Figure 4.2.1-13b:  OS-only traffic, Packet Size


------------- <2nd changed section>---------------
5.1.1
PUCCH resource allocation

The PUCCH channel is used for SR, CQI/PMI/RI reports, ACK/NACK.
In this evaluation, the amount of resources (number of Physical Resource Blocks - PRBs) occupied by PUCCH due to different kinds of usage has been derived per the following, assuming one PRB can accommodate MPUCCH1 =18 SR or A/N, or MPUCCH2 = 12 CQI reports.  NUE denotes the number of connected mode UEs within a cell whilst TDSR, TCQI and TSPS denote the periodicities (in ms) of dedicated SR, CQI and SPS resources respectively.
· For D-SR: 
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· For CQI: 
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· For SPS A/N: 
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· For Dynamic Scheduling A/N: PUCCH resources for A/N are implicitly allocated by the presence and CCE location of the corresponding DL grant on PDCCH (
[image: image25.wmf])

1

(

)

1

(

PUCCH

CCE

PUCCH

N

n

n

+

=

 [3]).  A maximum of 3 OFDM symbols is assumed for L1 signalling, resulting in almost 43 CCEs for PDCCH.  The maximum reserved PUCCH A/N resource will be less than 3 PRBs 
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· For A/N Repetition:  The number of UEs which require PUCCH ACK/NACK repetition is limited, hence 1 PRB is assumed to be sufficient.
Figure 5.1.1-1 shows the allocated PRBs for the PUCCH due to different kinds of usage assuming there are NUE = 300 connected UEs in a 10MHz bandwidth cell.

 [image: image27.png]Consumed PRBs

5 8 B & &

PRBs for PUCCH

—<SR

——car

—4—AN for SPS

*—k —_—

AN for DS

—— AN Repetition

1 2 5 10 20 32 40 64 80 128 160 320 640
(sR/cQi/sPs)Period(ms)





Figure 5.1.1-1:  PRBs allocated for PUCCH

The number of consumed PRBs for PUCCH resources increases for short SR/CQI periods.
------------- <3rd changed section>---------------
5.1.2.1
PUCCH resource usage for SR

A UE uses the PUCCH resources allocated for SR only when there is a scheduling request, therefore the utilisation ratio of the allocated resource depends on the traffic type.  The utilisation of PUCCH SR resource has been evaluated for different data applications and different SR periods and the results are provided in table 5.1.2.1-1.
For most traffic, the usage ratio of PUCCH allocated for SR is very low.
The D-SR periodicity will also impact user experience and this aspect should be taken into account.
Table 5.1.2.1-1:  PUCCH utilisation ratio for SR
	Traffic Type
	Mean Packet Interval(ms)
	SR usage ratio

	
	
	80ms period
	10ms period
	5ms period
	1ms period

	Background (of IM) (1)
	6253
	0.67%
	0.08%
	0.04%
	0.008%

	IM (1)
	1905
	2.46%
	0.31%
	0.15%
	0.03%

	Gaming (2)
	44
	---
	22.7%
	11.4%
	2.3%

	VoIP (2)
	20 (160ms for SID frame, 50% activity factor is assumed)
	---
	31.3%
	15.5%
	3.1%

	Video Telephony (2)
	40
	---
	25%
	12.5%
	2.5%

	Web Browsing (2)
	2000
	3.3%
	0.04% 

	0.02%
	0.004%

	FTP (2)
	1000
	15%
	1.9%

	0.96%
	0.19%


Note 1:  Statistics of the traffic traces used for this evaluation may be found in [4]

Note 2:  Source traffic based on models which are provided in [5]

------------- <4th changed section>---------------
A.1
Traffic Scenario CDF Traces

Table A.1-1:  Traffic Scenario CDFs - Trace Listing

	Trace-ID
	Source Company
	Description
	Mean Rate (Bytes/s)
	Mean IP Packets Per Second

	
	
	
	DL
	UL
	DL
	UL

	1
	Qualcomm
	Background (IM QQ + Google services)
	[6.58]
	[4.66]
	[0.0380]
	[0.0427]

	2
	Qualcomm
	Gaming (modern combat):  A 3D First Person Shooter (FPS) online game
	[2084.63]
	[542.50]
	[25.7619]
	[19.9556]

	3
	Qualcomm
	Gaming (project INF):  A 2D shooting online game
	[1433.00]
	[185.29]
	[12.7250]
	[4.9979]

	4
	Qualcomm
	Gaming (reckless racing):  A car racing online game
	[1517.88]
	[792.65]
	[4.0516]
	[4.0876]

	5
	AT4 Wireless
	Gaming (open arena):  A First Person Shooter (FPS) online game.
	4050.0
	3909.1
	25.0
	90.91

	6
	AT4 Wireless
	Gaming (dirt2):  An online action game where several players race against each other in a virtual environment
	640.45
	658.54
	11.24
	12.19

	7
	AT4 Wireless
	Gaming (team fortress 2):  Another First Person Shooter (FPS) online game.
	5320.0
	2383.35
	20.00
	29.41

	8
	Huawei
	Background (MSN)
	[23.02]
	[12.32]
	[0.1236]
	[0.1850]

	9
	Huawei
	Background (QQ)
	[48.65]
	[58.33]
	[0.2550]
	[0.2886]

	10
	Huawei
	Background (skype)
	[6.69]
	[5.33]
	[0.0546]
	[0.0711]

	11
	Huawei
	IM (MSN)
	[451.90]
	[31.22]
	[0.9538]
	[0.7338]

	12
	Huawei
	IM (QQ)
	[73.29]
	[23.40]
	[0.2538]
	[0.2899]

	13
	Intel
	Background (multi-app: skype/gtalk/twitter/weather/stock) – A
	[6.02]
	[12.53]
	[0.0560]
	[0.1041]

	14
	Intel
	Background (multi-app: skype/gtalk/twitter/weather/stock) – B
	[5.34]
	[8.97]
	[0.0578]
	[0.0813]

	15
	Intel
	Background (multi-app: skype/gtalk/twitter/weather/stock) – C
	[5.52]
	[10.15]
	[0.0564]
	[0.0851]

	16
	Intel
	Background (multi-app: skype/gtalk/twitter/weather/stock) - D
	[5.78]
	[10.53]
	[0.0606]
	[0.0897]

	17
	Intel
	Background (single-app: skype)
	[9.11]
	[6.86]
	[0.1093]
	[0.0850]

	18
	Intel
	Background (single-app: google talk)
	[10.06]
	[1.73]
	[0.0344]
	[0.0271]

	19
	Intel
	Background (single-app: yahoo messenger)
	[1.16]
	[3.77]
	[0.0353]
	[0.0358]

	20
	Intel
	Background (single-app: facebook)
	[3.23]
	[1.01]
	[0.0063]
	[0.0096]

	21
	NSN
	Background (facebook android)
	30.2576
	5.7468
	0.0459
	0.0454

	22
	NSN
	Background (facebook iOS)
	18.6777
	14.1180
	0.1005
	0.0845

	23
	NSN
	Background (facebook symbian)
	20.2047
	6.2728
	0.0281
	0.0205

	24
	NSN
	Background (nimbuzz gtalk android)
	0.4304
	0.4599
	0.0064
	   0.0067

	25
	NSN
	IM (android)
	16.9293
	14.3582
	0.1666
	0.1773

	26
	NSN
	IM (iOS)
	14.1203
	12.6267
	0.1351
	0.1496

	27
	NSN
	Background (skype android)
	1.8226
	1.9618
	0.0282
	0.0293

	28
	RIM
	Background (A1) – music store, facebook, maps, weather app
	2.83
	2.63
	0.061
	0.059

	29
	RIM
	Background (A2) – music store, facebook, maps
	6.81
	3.41
	0.088
	0.095

	30
	RIM
	Background (A3) – facebook
	20.51
	10.39
	0.143
	0.21

	31
	RIM
	Background (A4) – skype
	21.1
	18.38
	0.289
	0.346

	32
	RIM
	Background (A5) – skype
	13.76
	21.43
	0.222
	0.391

	33
	RIM
	Background (B1) – skype, facebook, weather, stocks, application store
	150.35
	71.69
	0.985
	1.028

	34
	RIM
	Background (B2) – skype, facebook, weather, stocks, application store
	96.61
	45.44
	0.364
	0.451

	35
	RIM
	Background (B3) – facebook, youtube, email, weather, maps, appn store
	72.79
	54.41
	0.288
	0.465

	36
	RIM
	Background (B4) – windows live messenger
	171.38
	63.83
	0.505
	0.657

	37
	RIM
	Background (B5) – facebook
	30.09
	16.56
	0.127
	0.176

	38
	RIM
	Background (B6) – browser page, windows live messenger, skype, email
	79.85
	157.53
	0.523
	1.149

	39
	RIM
	Background (B7) – browser page, skype, email
	10.08
	38.82
	0.191
	0.453

	40
	RIM
	IM (conversation 1, application A)
	19.55
	19.2
	0.167
	0.199

	41
	RIM
	IM (conversation 2, application A)
	28.35
	24.86
	0.233
	0.266

	42
	RIM
	IM (conversation 3, application A)
	22.17
	20
	0.183
	0.214

	43
	RIM
	IM (conversation 4, application A)
	27.7
	24.76
	0.214
	0.306

	44
	RIM
	IM (conversation 5, application B)
	53.19
	38.47
	0.318
	0.401

	45
	RIM
	IM (conversation 6, application B)
	23.07
	77.04
	0.182
	0.241

	46
	RIM
	IM (conversation 7, application C)
	17.38
	24.32
	0.167
	0.174

	47
	RIM
	Content pull (1) – phone
	7453
	1075
	7.62
	6.84

	48
	RIM
	Content pull (2) – phone
	5754
	788
	5.55
	5.19

	49
	RIM
	Content pull (3) – tablet
	21048
	1043
	16.91
	9.84

	50
	RIM
	Content pull (4) – tablet
	28116
	691
	20.05
	9.59

	51
	RIM
	Content pull (5) – tablet
	38332
	1160
	28.06
	17.35

	52
	RIM
	Content pull (6) – phone
	29302
	1180
	22.52
	14.95

	53
	RIM
	Content pull (7) – phone
	16297
	1004
	13.03
	9.75

	54
	RIM
	Content pull (8) – tablet
	4133
	474
	4.31
	4.45

	55
	RIM
	Content pull (9) - tablet
	61709
	1632
	45.53
	26.65

	56
	Samsung
	Background – android, facebook
	16.069
	6.717
	0.026
	0.041

	57
	Samsung
	Background – android, skype
	9,968
	13.435
	0.107
	0.129

	58
	CMCC
	IM – QQ
	18.25
	5.53
	0.066
	0.089

	59
	Renesas
	Background – android (facebook, skype, e-buddy, google talk, weather, news)
	[152.04]
	[55.04]
	[0.7661]
	[0.6719]

	60
	Renesas
	Background – maemo (kweetaur [twitter], pidgin [gtalk / MSN messenger])
	[199.35]
	[40.13]
	[0.3616]
	[0.3767]

	61
	NTT DoCoMo
	Background - OS only, no application traffic, android
	[0.031]
	[0.0917]
	[0.0006]
	[0.0012]
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