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1. Introduction

Background traffic comprises sparse and generally small packets.  Sub-frames carrying user plane data are relatively rare and therefore the need for SR transmission is similarly infrequent.

Section 5.1.2.1 of TR 36.822 provides some analysis of PUCCH resource utilisation for Scheduling Request (SR) in which it may be seen that less than 1% of SR opportunities are used for an 80ms SR period, and less than 0.1% are used for an SR period of 10ms.  The remainder of the reserved resources are unused.
Section 5.2.2 of TR 36.822 shows that under conventional RRC state handling methods (such as use of a network inactivity timer), the RRC connected mode may be used for a significant portion of time due to the presence of background traffic.  Thus, the number of users in connected mode within a cell at any one time may be large.  Reservation of dedicated (but seldom-utilised) SR resources for each of these connected mode users does therefore not scale well as the connected mode population is increased.
One alternative to the reservation of SR resources is to not assign periodic SR resources to the user, thereby requiring the use of the RACH procedure each time the need for uplink user plane transfer arises in the absence of an existing PUSCH allocation.

In this paper, we provide an analysis of the resource overhead due to SR for background traffic users.  The overhead is computed by comparing the SR resource to the resources required for data traffic on PUSCH.  We also analyse the PRACH resources required for the case wherein no periodic SR resource is assigned.
2. PUCCH overhead due to SR
When in connected mode, UEs are typically allocated resources on PUCCH for the purpose of sending an SR. These SR resources are dedicated and are periodic (DSR). There is a fixed overhead that results for transmission of the UL data, this being a function of the periodicity of the assigned DSR resources.  In the case of background traffic, since the packet bursts occur infrequently and the typical size of a packet is small, the overhead in terms of the resources needed for DSR compared to the resources necessary to transmit data is significant.
Figure 1 shows this overhead expressed as the ratio of the PUCCH RBs needed for DSR and the PUSCH RBs needed for sending the user plane data.  The results are based on traces 28, 29, 30 and 31 for background traffic (as already captured in TR 36.822).  An RB is assumed to carry 18 multiplexed PUCCH format 1 opportunities.  Percentage overheads are observed to be large, even for an 80ms SR period.
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Figure 1 - SR overhead vs SR Period for background traffic
3. Use of PRACH
If periodic SR resources are not allocated to the UE, a random access procedure must instead be used by the connected mode UE to request PUSCH resources (figure 2 below).
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Figure 2 – RACH procedure
PRACH’s transmitted by connected mode users share the same PRACH resources as those used by idle mode user to gain access to the system.  PRACH is often expected to operate at a collision probability of around 1% to ensure good access success rates for UEs, and to provide consistent idle-to-active transition latencies.
The loading on PRACH is naturally increased if connected mode users are not provided with periodic SR resources.  Large connected mode user populations resident within a cell and with background traffic activity therefore have the potential to degrade the collision probability if no additional PRACH resources are allocated.

The number of PRACH instances per frame required to accommodate, with a 1% collision probability, the offered load (γ) from N connected mode UEs with background traffic may be derived via the following:
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 must conform to one of the available PRACH configurations and so (for FDD), this must be rounded up to the nearest possible value from the set {3, 6, 12, 18, 30, 60} RBs per frame.
It should be noted that these PRACH resources would generally be additional to PRACH resources required for other purposes such as for idle-to-active transitions.  Providing additional PRACH resources allows the eNB to support more UEs, however (except for the first increment from 1 PRACH per 20ms to 1 PRACH per 10ms), the additional resource can only be made available with a minimum granularity of 6 additional RBs per frame.
Figure 3 shows the PRACH overhead per frame expressed as a % of the number of PUSCH RBs needed to carry user plane data for each of the different background traces.  For each traffic profile, the overhead is plotted as a function of the number of background traffic users per cell.  For simplicity only the PRACH resource itself is counted as overhead (resources needed for other parts of the RACH procedure are not included).  It is observed that PRACH overheads are generally high.
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Figure 3 – PRACH RB overhead for background traffic users without dedicated SR resources

4. Conclusion

Observation 1:  RB overheads due to dedicated SR are high in the case of background traffic

Observation 2:  RB overheads due to RACH-based SR are also high in the case of background traffic

Proposal 1:   It is proposed to include the results of figures 1 and 3 within section 5 of TR 36.822.
Proposal 2:   Alternatives to the current DSR and PRACH based scheduling request mechanisms should be sought in order to more efficiently handle connected mode UEs with background traffic

