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1. Introduction

Several papers, e.g. [1], [2], [3], [4] have discussed the relationship that exists between power saving through UE DRX, and the effects on latency, QoS, and user experience.  As is well understood, increasing the overall proportion of sub-frames for which the UE is allowed to sleep, naturally provides better power savings but at the expense of an increased risk of data transmission latency over the Uu interface.

Some of these papers have quantified the effects of different DRX configurations numerically in terms of the occurrence or frequency of latency events, whilst others have evaluated more subjective impacts to the user experience (such as the playability of games in [3]).
In section 2 of this paper we provide an evaluation of the power consumption / latency tradeoffs for two different traffic types:

· background (with relatively relaxed latency requirements) and

· interactive content pull (with more stringent latency requirements)

Following the discussion in section 3, some conclusions are drawn in section 4 and a text proposal for TR 36.822 is provided in Annex A.

2. Evaluations
Power consumption estimates are based upon the number of subframes actively transmitted or received by the UE (with the subframe activities being based upon existing Uu behaviours when subjected to the traffic trace input stimulus).  Power consumption is expressed in terms of an “Average Relative Power Metric” (ARPM) ranging from 0 to 1.  This is defined as the average power consumption of the UE relative to the case of continuous transmission and reception (assuming here an FDD UE).
Figures 1 and 2 show the relative UE power consumption and 99th-percentile DL latency performance for background traffic (trace #29 of TR 36.822) under different DRX configurations.
Figures 3 and 4 show the same but for the case of interactive content pull traffic (trace #50 of TR 36.822).
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	Figure 1
	Figure 2


Interactive Content Pull:
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	Figure 3
	Figure 4


3. Discussion
For the case of background traffic, extending the DRX inactivity timer has little impact on the DL latency performance (figure 2).  This is due to the relatively large inter-arrival times between packets.  Latency is instead largely dictated by the Long DRX cycle length.  However, it is clear that larger inactivity timers have an impact on UE power consumption (figure 1).  Thus, an optimised DRX configuration for this type of traffic would be one with a relatively short inactivity timer (e.g. 10ms), in conjunction with a DRX cycle length sufficient to provide adequate latency performance (e.g. 320ms could be considered to provide a reasonable balance in this case).  With this configuration, the ARPM is low at 0.0026.

For the case of interactive traffic, the inactivity timer has a significant impact on the latency performance (figure 4).  Setting the timer to ≥500ms delivers a large improvement in latency and user experience and this is then relatively insensitive to the DRX cycle length.  Thus, the requirement for lower latency sets the tradeoff point and the corresponding ARPM is then approximately 0.16 (for a medium DRX cycle length of 320ms).

It is important to consider the case wherein the above DRX configuration (optimised for interactive traffic) is inappropriately applied to a UE with only background traffic.  This is considered to be a likely scenario in networks with a global default (and per-UE) DRX setting.  In this case, the ARPM is 0.025, corresponding to a 10 fold increase in UE power consumption compared to the background-optimised DRX configuration.  This has the potential to significantly degrade battery standby times when the UE is held in Connected Mode DRX for extended periods [7].
As outlined in [5] the architecture currently used in EPC and E-UTRAN to provide differentiated QoS is based on the principle that each EPS bearer carries traffic that will receive a common QoS treatment.  That is, the provision of different QoS requires the use of multiple EPS bearers:
{Extract, 23.401}
An EPS bearer uniquely identifies traffic flows that receive a common QoS treatment between a UE and a PDN GW for GTP-based S5/S8, and between UE and Serving GW for PMIP-based S5/S8.

Whilst the above figures show that there is a clear relationship between the DRX configuration and the resulting user-experience/QoS, it remains the case that in the current LTE system, DRX is only configured on a per-UE basis.  This semi-static configuration usually occurs during RRC connection setup procedures and typically remains unchanged for the duration of the stay in connected mode:

· RRCConnectionReconfiguration



· radioResourceConfigDedicated


· mac-MainConfig


· drx-Config

In contrast the above evaluations suggest that the DRX configuration would need to be adapted within the lifetime of an RRC connection in response both to the QoS requirements of the offered traffic and the need to conserve UE battery power when appropriate.
4. Conclusion

· Observation 1:  DRX configurations optimised for background traffic differ substantially compared to those optimised for interactive or latency-sensitive traffic.

· Observation 2:  Inappropriate application of a DRX configuration optimised for interactive content pull traffic can significantly increase UE power consumption during times of background traffic.  Evaluations suggest a 10-fold increase in UE power consumption in this scenario when compared against a DRX configuration correctly optimised for background traffic.

· Proposal 1:  It is proposed to include the text proposal of Annex A into TR 36.822
· Proposal 2:  It is proposed that RAN2 consider how to ensure that connected mode DRX configurations are set appropriately in relation to (possibly time-varying) QoS/latency requirements in order to reduce the risks of unnecessary battery drain in the UE
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Annex A – Text Proposal for TR 36.822

5.x
Evaluation of Connected Mode DRX (UE-power / QoS tradeoff)
A relationship exists between power savings available through connected mode UE DRX, and the effects on latency, QoS, and user experience.  Increasing the overall proportion of sub-frames for which the UE is allowed to sleep naturally provides better power savings but at the expense of an increased risk of data transmission latency over the Uu interface.  The optimum DRX configuration is therefore a function of the current latency requirements of the traffic.

An evaluation is provided in this section of the power consumption / latency tradeoffs for two different traffic types:

· background (with relatively relaxed latency requirements) and

· interactive content pull (with more stringent latency requirements)

Figures 5.x-1 and 5.x-2 show the relative UE power consumption and 99th-percentile DL latency performance for background traffic (Trace ID #29 of Annex A.2) under different DRX configurations.  Figures 5.x-3 and 5.x-4 show similar results for the case of interactive content pull traffic (Trace ID #50 of Annex A.1).

Power consumption estimates are based upon the number of subframes actively transmitted or received by the UE as a result of both the DRX configuration and the characteristics of the traffic.  An “Average Relative Power Metric” (ARPM) is used ranging from 0 to 1, wherein ARPM is defined as the average power consumption of the UE relative to the case of continuous transmission and reception (for an FDD UE).
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	Figure 5.x-1 – Background Traffic, UE Power Consumption
	Figure 5.x-2 – Background Traffic, Latency
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	Figure 5.x-3 - Interactive Traffic, UE Power Consumption
	Figure 5.x-4 – Interactive Traffic, Latency


For the case of background traffic, extending the DRX inactivity timer has little impact on the DL latency performance (figure 5.x-2).  This is due to the relatively large inter-arrival times between packets.  Latency is instead largely dictated by the Long DRX cycle length.  However, it is clear that larger inactivity timers have an impact on UE power consumption (figure 5.x-1).  Thus, an optimised DRX configuration for background traffic would be one with a relatively short inactivity timer (e.g. 10ms), in conjunction with a DRX cycle length sufficient to provide adequate latency performance (e.g. 320ms could be considered to provide a reasonable balance in this case).  With this configuration, the ARPM is low at 0.0026.

For the case of interactive traffic, the inactivity timer has a significant impact on the latency performance (figure 5.x-4).  Setting the timer to ≥500ms delivers a large improvement in latency and user experience and this is then relatively insensitive to the DRX cycle length.  Thus, the requirement for lower latency sets the tradeoff point and the corresponding ARPM is then approximately 0.16 (for a medium DRX cycle length of 320ms).

In the case wherein a DRX configuration optimised for interactive traffic is inappropriately applied to a UE with only background traffic, the ARPM increases to 0.025, corresponding to a 10 fold increase in UE power consumption compared to the background-optimised DRX configuration.  This has the potential to significantly degrade battery standby times when the UE is held in Connected Mode DRX for extended periods.
































































