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1. Introduction
This email discussion aims to discuss and agree on the solution for the following issues for RAN overload control for MTC:

-
Details of the information update procedure for EAB.
-
Can try to discuss impact of a new SIB or an existing SIB.
Companies are invited to express their understanding and preference on these issues, the completion date of this email discussion is Monday, 2012-01-30, 23:59 Pacific Time, however earlier feedback is more than welcome.
2. Discussion
2.1
EAB info update procedure for LTE
EAB content was further discussed at RAN2#76, and it was agreed to use the bitmap based barring mechanism for UMTS and LTE, which means:
1) There is no other distribution mechanism (e.g. barring time) in addition to the barring bitmap to further distribute out the RACH attempts among UEs.
2) A UE that is barred will be barred until the bitmap is updated in the EAB info.
The decision on EAB content then made an impact on the discussions on EAB info update and acquisition mechanism [1, 2], and finally RAN2 agreed that for LTE the normal update mechanism (value tag based, subject to SI modification period) is considered not sufficient (because of the clustering of UEs’ RACH attempts after every update of EAB info), however the detailed update mechanism is FFS.
We believe that it will be beneficial if the EAB info update mechanism to be further considered could be able to effectively distribute out the RACH attempts among UEs to avoid/alleviate the collision.
Based on the proposals raised by companies in the previous meetings, the following solutions could be considered as the alternatives for the EAB info update mechanism for LTE. It is believed that any EAB info update mechanism subjects to SI modification period should be precluded. 
a) Not subject to SI modification period +immediately acquire the EAB info upon the reception of EAB info update indication in paging ( ETWS-like)
b) Not subject to SI modification period + always mandate acquiring the EAB info before access
c)  Not subject to SI modification period + notification of EAB info update in paging (ETWS-like) + re-acquisition of the EAB info before access only when one or more EAB info update indications have been received.

With the solution a), network notifies the update of EAB info through paging messages, similar to ETWS notification. Once UE ‘configured with EAB’ detects the EAB update indication from a paging message, it acquires the updated EAB info (at the next occurrence of the EAB SIB transmission).
With the solution b), before UE performs random access procedure (for a connection request ‘subject to EAB’), the UE first acquires the latest EAB info (at the next occurrence of the EAB SIB transmission).
With the solution c), the network notifies the update of EAB info through paging messages, similar to ETWS notification. The UE re-acquires the updated EAB info (at the next occurrence of the EAB SIB transmission) before performing the random access procedure (for a connection request ‘subject to EAB’) only if it has received one or more EAB info update indications since the last time it read the EAB info. Solution c) is the combination of the solution a) and b).
Please see section 5.1 in the Annex for the detailed working procedures for each solution.
Please companies indicate which solution above is the preferred solution, as well as the corresponding arguments.
	Company
	Position

	ZTE
	We prefer solution c) since this would ensure that EAB info are re-acquired only when needed.

In fact, a) implies that the UE has to acquire the EAB info (possibly multiple times,  e.g. when EAB parameters are changed in time) even when it has nothing to transmit, leading to useless power consumption. While b) implies that the UE has to re-acquire the EAB info all the times, even if EAB parameters never change, leading again to useless power consumption.

	Huawei, HiSilicon
	We prefer solution a).

Comparing to solution b), solution a) could more effectively distribute out the RACH transmissions among UEs to avoid/alleviate the collision, this is because the different paging occasions of different UEs naturally distribute out the time the UE acquires the updated EAB info and the subsequent RACH transmission.
Solution c) seems overkill and additional complexity will be introduced because of the hybrid nature. Considering network congestion is a rare case and EAB info will not be frequently updated in the system information, we don’t see a problem for solution a) regarding UE power consumption.

	InterDigital
	We prefer solution b). 

It is also our understanding from SA1/SA2 discussions that it is likely that after an overload condition, the EAB parameters could change quite often if the network tries to gradually ramp-up or ramp-down EAB control (for e.g. separately for different AC classes). Solution a) and c) would require the UE to wake-up and read EAB information unnecessarily every time the EAB parameters are updated, even if it is not attempting connection, and are hence not preferable.

For the solution b), regarding the question of how and when the EAB UE re-tries the RRC connection or checks the EAB again, we think this could be mainly handled in an implementation specific manner. In one option, in case EAB check for an RRC connection fails, a failure code is sent from the AS, and the retry could be performed by the NAS. The NAS<->AS signalling and decision on how often the retry would be performed could be left to UE implementation. 

	Alcatel-Lucent, Alcatel-Shanghai Bell
	We prefer solution b) (read before access).

We think it offers immediate use of EAB parameters and lower battery usage for those devices for which it is critical.

We don’t think reading SIB before access is a big issue considering the read/tx required for access.  And we think that there will a natural distribution of users on barring alleviation due to UE implementations.

Solution c) brings multiple options and is not justified as it only helps with one minor issue of reading SIB before access.

	New Postcom
	We prefer solution a).

Compared with solution b) and c), it doesn’t have bad impacts on distribution of RACH collision. UE can obtain the new EAB info in time, which reduces time delay of network access. Solution a) provides flexibility for the network to configure the adequate paging cycle based on the desired level of RAN overload control.
For solution b), no matter whether there is updated EAB info or not, UE needs to acquire EAB info first before access to the network, which introduces additional time delay and power consumption.
For solution c), the UEs access the network right after acquiring SI for EAB, the timing of accesses are aligned and collided, which increases RACH collision rate and is same as solution b).

	Samsung
	We fully support ALU and also prefer solution b).

With solution b), the access concentration would be limited by EAB periodicity. And we can alleviate the concentration with UE NAS implementation, i.e., UE NAS can decide the timing for re-attempt. In power consumption respect, since MTC device would try its connection infrequently, reading EAB before access would not result in serious power drain.

With solution a), we should consider the fairness between AC. In order to maintain the fairness, the eNB would update EAB so frequently. It would result in heavy UE power consumption and higher signalling overhead. 

Since solution b) is enough to provide EAB, solution c) only increases complexity due to the additional indication in Paging.

	Hitachi
	We prefer solution b) since we think this is the simplest mechanism.

It might be argued that if UE is required to read EAB info before access, this would result in power consumption in UE. However, we assume this will not be a significant problem, if UE does not re-attempt much frequently.

	ITRI
	We prefer solution c).

Considering EAB is only activated for rare cases but the connections subjected to EAB may be made frequently, solution b) introduces many unnecessary SI acquisitions and results in extra power consumption.
Comparing to solution a), we share the same view as ZTE, especially considering EAB parameters may change frequently.

Besides, Intel had shown their simulation results (refer to R2-116282) to verify that “quick response” is satisfied even if a longer DefaultPagingCycle is assumed under solution a). we think solution c) which is similar to solution a) can also satisfy this requirement.   

Regarding other drawbacks/deficiencies of solution c), e.g., mass paging messages, we will submit a contribution in RAN2#77 meeting to introduce some improvements.  

	Vodafone
	There are two scenarios to consider :

1) EAB is turned on as a proactive mechanism e.g. operator knows that smart meters access on the hour or an event will happen at a certain time will create a surge of access from M2M devices which the network needs protection against. 

In this scenario, a paging notification mechanism allows all UEs to have the latest EAB information so that when the event happens, UEs make their normal access according to their AC without having to read EAB SIB at that point.  The mechanism to read EAB SIB at access creates a problem that it agglomerates RACH attempts at the point where EAB SIB is broadcast. With paging notification mechanism, UEs will benefit from natural spread out e.g. over 10s that might exist around the hour mark. In this respect solution a) is better.

2) Power failure situation and EAB is turned on as reactive mechanism. 

In this scenario, a solution according to b) prevents UEs accessing until they acquire new SIB. This approach results in agglomeration of RACH accesses at the point where the EAB SIB is broadcast. Solution a) or c) removes the need for UEs to always have to read EAB SIB before access. They do not remove the problem of agglomeration of RACH access caused by need to acquire EAB SIB (whether immediately or at SIB Modification period). 

At least solution c) removes the benefit that could be achieved with a paging mechanism for a scenario where EAB is used as a proactive mechanism as it agglomerates the RACH attempts at the point where EAB SIB is received when UEs are trying to access. 

Solution a) is useful to maintain the ‘natural’ RACH attempt spread that exists when UEs access the network unrestricted by need to acquire EAB SIB. Solution b) agglomerates the RACH attempts in both scenarios. 

In this respect, we think solution a) is a more complete solution than b). The main drawback with a) is that UEs can still make access as long as they do not receive paging message. If the EAB notification paging is sent out quickly enough it should limit this problem in scenario #2. We can also mandate that once UEs receive paging notification they do not access until they have read the system information (helpful for scenario #2).



	 Ericsson
	We prefer solution c). As compared to solution a) this provides faster start of barring and also smaller energy consumption since EAB info is read only when needed.  We do not think that access concentration due to mandatory reading after paging is so significant because 1) paging should occur only rarely (up to 10 times per overload situation) and 2) after congestion situation and traffic spike, the load due to EAB UEs of certain class should be at normal level again, which should be rather low.

Solution b) is worst since it creates access concentration even EAB is not used or deployed at all. This is because EAB UEs can access only after SIB1/EAB SIB scheduling and reading. In addition, energy is wasted due to unnecessary SI reading.

	Sharp
	We prefer solution b). 

Solution b) is more effective with regards to providing a quick response to prevent overload in critical scenarios, when compared to solution a). This is because the response time of solution a) is related to the Paging Cycle, which is generally more then 1 second. While the response time of solution b) is related to the SIB1 period, which is 80ms.

With regard to solution c) we also feel that it is overkill, and that the additional benefit is not in proportion to the extra complexity.

	Intel
	We prefer solution a). 

As shown in the simulation results presented in our previous contribution R2-116282, solution b) suffers from the clustering of RA attempts after the SIB transmission with EAB info. Access delay and access success probability of solution b) were shown to be significantly worse than those of solution a). Although NAS implementation can distribute the NAS->AS RRC connection establishment request among UE, it does not solve the issue of access concentration after the periodic SIB transmission with EAB info. It is true that more frequent SIB transmission can be used to reduce the concentration effect. However, that is at the expense of broadcast signalling overhead.

It is true that solution c) has the benefits of solution a) (i.e., distribute the access attempts among UEs) and solution b) (i.e., not requiring the UE to read SIB for EAB info unnecessarily, thus reducing power consumption). However, the power consumption advantage of solution c) over solution a) only occurs when EAB is enabled or when EAB info is updated, i.e., when paging notification is sent by the eNB. Since EAB is only enabled when the system is overloaded which should not be a frequent event, the difference in the number of SIB readings between solutions a) and b) can be considered insignificant. Even during the time when EAB is enabled, typically the EAB info is updated when the barring is cycled through each AC, i.e., a total of 11 EAB info updates (one EAB bitmap update per AC plus one update to disable EAB); unless after cycling through 10 ACs, the network is still overloaded and EAB barring has to continue to be enabled, which we found is a rare event for the MTC traffic model simulated. We will submit a contribution (R2-120270) to RAN2#77 to compare the performance of the 3 solutions and also the number of SIB readings between solutions a) and c).

	ASUSTeK
	We prefer solution a).

Solution a) provides quick response and is similar with the current ETWS mechanism. Although it may result in unnecessary SIB acquisition, it should be acceptable since the paging notification of EAB info should be infrequent.

We think overload should not frequently happen so usually EAB info will not be broadcasted upon access. Then solution b) would be inefficient for most accesses. As for solution c), we think it creates extra complexity.

	CATT
	We prefer solution a).

Since it came to the conclusion that the AC list plus bitmap mechanism shall be applied for EAB and no additional distribution scheme to be introduced to cope with the access convergence effect, we think when evaluating the EAB update mechanism, the important aspect we need to consider is the efficiency of distributing RACH attempts and the access success possibility brought by the update mechanism. Compared the other two solutions, solution a) can provide acceptable dispersing effect.

In solution b), the access request within one SIB period will be concentrated at the end of SIB, which will cause access convergence. This will impact the access success probability, which is verified in our simulation paper. Besides, reading EAB SIB before every access will introduce extra power consumption due to unnecessary SI reading.

Solution c) seems like a combination of a) and b). Compared to the raised complexity, we haven’t found the relative benefit so far. And solution c) also has the similar drawback as solution a) that will cause access convergence at the end of SIB.

Solution a) likes current ETWS mechanism, so it is very simple and has minimum impact on current specification. Considering overload is rare case, we don’t think it will consume extra power.  Besides, at the case that RAN is overload, UEs only need to read the updated EAB SIB indicated in paging message.

In current specification, RRC layer can inform upper layers about barring alleviation after the barring timer expires. This may help upper layers initiate access again. Obviously, solution a) can realize similar function due to detecting updated EAB info immediately, but solution c) cannot do that.

	HT mMobile Inc.
	We prefer solution a).

While each solution has its pros and cons, we have the feeling that network overload would be infrequent, and so should the EAB info update be. With such assumption, mandating the UE to always acquire the EAB info before access may be redundant in most cases. In those cases, solution b) may introduce unnecessary access delay and power consumption comparing to solution a) and c). 

We are not convinced yet about the benefit brought by solution c), as it would also introduce implementation complexity to UE.

	III
	Our preference is b). 
It is assumed that UE could know whether EAB is scheduled through SIB1. Since overload happens rarely, and EAB UEs do not perform RACH frequently, power consumption should not be a big issue. In addition, solution b) is more like ACB acquiring, thus it has the least impact to UEs. Regarding the potential problem of access concentration, applying a backoff is sufficient to distribute EAB UEs. 
With regard to solutions a) and c), we feel that using ETWS-like mechanism is overkill, and introduces extra complexity.


2.2
Where to provide the EAB info and the corresponding impacts
The EAB info could be accommodated either by an existing SIB or by a new SIB, this might depends both on the detailed EAB info update mechanism and on the amount of EAB info to be broadcast.
Regarding the detailed EAB info update mechanism for LTE, as discussed in section 2.1, the final solution might be “reading after paging” or “reading before access” or a combination of the two, which to some extent implies that a new SIB is required.
Regarding the amount of EAB info to be broadcast, it was still not final decided yet. In the joint RAN2/SA1/SA2/CT1 ad hoc session on EAB requirements during RAN2 #76, the issue of EAB parameters for RAN sharing was further discussed and it was decided that which option to go should be further discussed in SA2 [4]:
Option b): One set of EAB parameters, with e.g. bitmap indicating to which PLMNs they apply (roughly 19 bits will be consumed, including one bit per access class 0-9 + 2 bits to indicate the roaming categories + 6 bits length bitmap + 1 optionality bit)
Option c): An individual set of EAB parameters per PLMN (scalable due to different number of PLMNs, up to roughly 78 bits for LTE and 156 bits for UMTS)
Note that at the same SA2 meeting after the joint ad hoc session on EAB requirements, SA2 confirmed the necessity of individual set of EAB parameters per PLMN and sent the LS back to RAN2 [6].
Please companies indicate where to provide the EAB info, in an existing SIB or a new SIB, as well as the corresponding arguments (e.g. the corresponding impacts to the system), considering the detailed EAB info update mechanism and different amounts of system information bits potentially needed for EAB info.
	Company
	Position

	ZTE
	Considering the assumption that it should be possible to have EAB information changes not subject to the SI modification period, we believe that the only realistic solution would be to define a new EAB SIB, regardless of the needed amount of system information bits for the EAB info.

The alternative that only a new part of the content (i.e. a new EAB info field) of an existing SIBx may be changed in the SI modification period seems unnecessarily complex and probably not so viable at all.

	Huawei, HiSilicon
	Our preference is to define a new SIB to accommodate the EAB info, regardless of the amount of system information bits needed for EAB info.

	InterDigital
	We also prefer a new SIB to limit the impact of EAB updates to MTC Ues only.

	Alcatel-Lucent, Alcatel-Shanghai Bell
	We prefer a new SIB for EAB.  It provides more flexibility and has least impact on normal Ues.  

	New Postcom
	We prefer a new SIB to be introduced. 

	Samsung
	We also prefer new SIB. 

	Hitachi
	We prefer new SIB.

	Vodafone
	New SIB is preferred

	Ericsson
	We prefer new SIB.

	Sharp
	We prefer a new SIB. 

	Intel
	We prefer new SIB.

	ASUSTeK
	We also prefer new SIB.

	CATT
	We prefer a new SIB.

	HT mMobile Inc.
	We prefer a new SIB

	III
	We prefer a new SIB.


3. Summary and Proposals
3.1
Summary

21 companies participated in the email discussion.
Concerning the issue “EAB info update procedure for LTE”:
1) 8 companies prefer solution a (Huawei, HiSilicon, New Postcom, Vodafone, Intel, ASUSTeK, CATT, HT mMobile Inc.)
2) 7 companies prefer solution b (InterDigital, Alcatel-Lucent, Alcatel-Shanghai Bell, Samsung, Hitachi, Sharp, III)
3) 3 companies prefer solution c (ZTE, ITRI, Ericsson)
4) 3 companies need more study before indicating the preference.
For each solution, the corresponding pros and cons raised by companies during the email discussion are summarized in section 5.2 in the Annex.
In addition, there were some discussions on the general assumptions for EAB during the email discussion, which might impact on which solution to choose:

1) How often the EAB info will be updated. Whether network congestion is a rare case (if yes, then EAB info will not be frequently updated)? Whether fairness is a critical issue that should be considered (if yes, then EAB info need to be updated to rotate the barred Access Classes in case of congestion)? Whether EAB will be removed in gradual steps after the congestion (if yes, then EAB info need to be updated to remove EAB gradually, e.g. first enabling one or two Access Classes, then some more and so on)?

2) How often the MTC application makes connection typically. Whether EAB is mainly targeted for smart meter type of MTC application? Whether for smart meter type of MTC application the access frequency will be typically once or twice per day? Whether other MTC applications than smart meter should be considered for EAB and the access will be more frequent e.g. once per several minutes?

Concerning the issue “where to provide the EAB info and the corresponding impacts”, all the 17 companies (who clearly indicated their preference) preferred to define a new SIB to accommodate the EAB info.

3.2
Proposals
Regarding the general assumptions for EAB, it is proposed:
Proposal 1: Discuss whether the following assumptions are the common understanding:

1) Network rarely enables the EAB for congestion control.

2) UE “configured for EAB” might make relative frequent connections e.g. once per several minutes.
3) EAB info might be updated around 10 times per overload situation.

Considering companies still have very different views on the EAB info update solutions, it is proposed:
Proposal 2: Further discuss and choose 1 out of the 3 candidate EAB info update solutions.

Regarding where to provide the EAB info, it is proposed:

Proposal 3: Define a new SIB to accommodate the EAB info.
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5. Annex
5.1 Detailed working procedures for each solution
Solution a): Same as the existing SIBs (e.g. SIB2), “UE configured for EAB” need to read the EAB SIB upon e.g. selecting/reselecting a cell. If “UE configured for EAB” found that EAB SIB is not scheduled (by checking SIB1), or EAB SIB is scheduled but EAB parameters are absent, then “UE configured for EAB” will assume EAB is disabled. Network notifies the update of EAB info through paging messages, similar to ETWS notification. Once “UE configured for EAB” detects the EAB update indication from a paging message, it acquires the updated EAB info (at the next occurrence of the EAB SIB transmission) without waiting for the next modification period.
Solution b): “UE configured for EAB” will only be required to read the EAB SIB (at the next occurrence of the EAB SIB transmission) before access, while not upon e.g. selecting/reselecting a cell. If “UE configured for EAB” found that EAB SIB is not scheduled (by checking SIB1), or EAB SIB is scheduled but EAB parameters are absent, then “UE configured for EAB” will assume EAB is disabled. If “UE configured for EAB” found that EAB SIB is scheduled and EAB parameters are present and the EAB parameter indicate that it is barred, then the “UE configured for EAB” will inform upper layers about the failure to establish the RRC connection due to EAB barring. NAS is informed of a connection failure due to barred EAB, and should then periodically trigger AS to re-start the RRC connection establishment procedure (so as to acquire the latest EAB info to check whether the access barring is alleviated or not), however the details are implementation dependent and need not be specified in the standard.
Solution c): ‘UEs configured for EAB’ would initially read the SIB containing the EAB information, if they are informed - by checking SIB1 - that the ‘EAB SIB’ is scheduled by the network (this would be the same as for solution a). The network would then notify the update of the EAB information through paging messages, similar to ETWS notification (and exactly the same as for solution a). However, even if they receive (possibly multiple) ‘EAB info update’ paging indications, ‘UEs configured for EAB’ would not re-acquire the updated EAB info until when this is actually needed, i.e. when they need to perform a random access procedure for a connection request ‘subject to EAB’, and only if they have actually received one or more ‘EAB info update’ indications since the last time they read the EAB info. In other words, in solution c), an ‘EAB info update’ paging would simply raise a ‘read the EAB SIB before access’ flag in the UE, which would continue to be valid until a connection request ‘subject to EAB’ is triggered by NAS and then the EAB SIB is read. The ‘read the EAB SIB before access’ flag would be turned to ON by each new ‘EAB update’ paging indication, and would be turned to OFF only after a reading of the EAB SIB.
5.2 Summarized pros and cons for each solution
	
	Pros
	Cons

	Solution a)
	Different paging occasions of different UEs naturally distribute out the time the UE acquires the updated EAB info and the subsequent RACH transmission;
Existing mechanism;
	UE has to acquire the EAB info even when it has nothing to transmit;
The UE response time is related to the setting of paging cycle, which is generally more than 1 second;

	Solution b)
	It offers immediate use of EAB parameters;
There will a natural distribution of users on barring alleviation due to UE NAS implementations.
	UE has to re-acquire the EAB info all the times, even if EAB parameters never change;
It results in concentration of RACH accesses, even EAB is not used or deployed at all;
NAS might unnecessarily trigger AS to re-start the RRC connection establishment after EAB barring;

New mechanism;

	Solution c)
	Ensure that EAB info are re-acquired only when needed;
	Combining of solution a) and b) will introduce additional complexity;
It results in concentration of RACH accesses after the EAB SIB transmission;
New mechanism;
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