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1 Introduction
At RAN2#75bis and #76 meeting, some agreements are made that companies can take traces of their preferred applications and simulate whether there is any problem in LTE [1-2]. 
In this contribution, we do the performance simulation to find the problems for the instant message traffic provided in [3-4], and based on the simulation results, some observations and proposals are provided
2 Discussion of Simulation Results
As analyzed in [3-4], the IM traffic has great impact on our current network, and there will be also some potential impacts on the radio interface of LTE. Therefore, we perform some simulations and evaluations in terms of signaling overhead, power consumption and user experience. It is noted that when we performed the trace observation for instant message (IM) traffic, we found that most users with the kind of traffic are static or low speed. Therefore, we prefer to firstly identify whether there is any problem with only static UEs, which we want to analyze the impact of the diverse applications on the radio without introducing other complex factors, for example, the mobility. 
Simulation parameters are shown in Annex. And the items of statistic result include:
1） Signalling overhead statistics
There are two aspects in terms of signalling overhead statistics:
· RRC state transition times
Considering the length of each RRC message can be different based on the actual condition [6], we use the RRC state transition times (RRC connection setup/release cycle per minute) to show the RRC signalling overhead when UE have different RRC state transition.
· RRC Signalling Overhead
Considering UL and DL data for IM traffic have different characteristics, the ratio of signalling to Data is used to show the overhead of control signalling for UL and DL respectively:
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The ratio of RRC signalling to Data for PDCCH is to show overhead of the control channel (PDCCH) transmitting RRC signalling:
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                           Figure 1. RRC Status Transition times                                   Figure 2.  RRC signalling overhead        
From the figure 1, we can see there is very high state transition frequency between RRC connected and Idle when the RRC inactivity timer is smaller than 10s, and the number of cycle of state transition frequency is about 2 and 0.27 times per UE when the RRC inactivity timer is 10s and 30s, respectively. The later absolutely has much lower overhead introduced by UE to enter RRC connected state frequently, for example the signalling of RACH, RRC connection setup and authentication procedure.
From the figure 2, we can see that in order to transmit the frequent packets with small size, there is a large ratio for the control signalling, which include the signalling of state transition and the scheduling control signalling when the RRC inactivity timer is smaller. Even the RRC inactivity timer is set to 10s, the ratio of signalling to data (DL or UL) is still about 0.5 and the ratio of signalling to data for PDCCH overhead is still over 1, which can show the network needs to pay a large cost for the small data transmission. And when the RRC inactivity timer is set to 30s, we can see the ratio of signalling to data is below 0.2 for DL and UL, and the ratio of RRC signalling to data for PDCCH is about 0.2, so the control signalling overhead can decrease dramatically, which means the system can transmit the data efficiently with lower cost in terms of control signalling.
Observation 1: For the UE with IM traffic, configuring larger RRC inactivity timer (e.g. 30s or more) or keeping them always in RRC connected state can decrease the control signalling dramatically. 
2） Power consumption statistics
 The time which UE spends in RRC connected state is used to show the impact on UE power consumption.
· RRC Connect Ratio：
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Figure 3. RRC Connect Ratio                                          
Figure 3 shows that with the increase of length of RRC inactivity timer the times during which UE stays in connected state have no much difference, especially when the RRC inactivity timer is over 30s, the proportion of time in RRC connect are nearly the same and over 95%.
Considering network can use DRX mechanism to further save power for UE, we can think that the DRX related parameters can play more important role than RRC inactivity timer in terms of UE power consumption. 
Observation 2: with the increase of the value of RRC inactivity timer, especially when the release timer is set to larger value (e.g. 30s or more), there isn’t much difference in the time during which UE stays in RRC connected, so in this case, the UE power consumption is mainly dependent on DRX mechanism.
3） User experience statistics
We use the delay and throughput to reflect the impact of different inactivity timer and DRX mechanism.
· Delay: end to end time delay statistics in IP layer. And there is assumption that no delay transmission time in PDCP and RLC layer, that is to say, there is mainly MAC scheduling delay. 
Considering the different DRX cycle have impacts on the DL scheduling delay, we also simulate the delay performance in condition of different DRX cycle configuration.
· Throughput: The TCP/IP header is not included in the statistics of throughput, and it is based on the packet rate originated from traffic model and scheduling procedure of eNB for the packets.
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                            Figure 4.  DL data delay                                                      Figure 5. Throughput
Figure 4 can show that the DL transmission is obvious effected by the DRX cycle, The increase of length of DRX cycle can delay the DL data transmission, and it is because the existence of DRX makes UE to enter sleep state frequently and don’t have so much DL scheduling occasions. We can see even if the DRX cycle configure to 1.28s and 2.56s, the average DL delay is near 600ms and 1200ms, respectively. Considering there is no strict time budget for this kind of traffic, from our point of view the, the delay for several hundred millisecond to several second are acceptable (the QoS requirements for IM traffic can still be discussed further).  
Figure 5 shows that statistics of average throughput of UEs which is the same with the trace model for IM traffic (the traffic rate captured in application layer is 0.22bps and 0.4bps for DL and UL, respectively.). So we can see they are almost the same and not effected by the length of RRC inactivity timer and the DRX cycle in the current traffic load assumption. 
Observation 3: when the RRC inactivity timer is set to big value (e.g. 30s or more) and DRX cycle is configured to large value (e.g. 1.28s or more), the performance of delay and throughput can be acceptable for IM traffic.

Based on the observation 1-3, we can see that in order to support the IM traffic efficiently, there are two methods:
1) For the signaling overhead, configure the longer RRC inactivity timer, e.g. 30s or more (It’s impact on the signaling overhead in mobility scenario can be further studied and evaluated)
2) For the UE power consumption, configure longer DRX cycle, e.g. 1.28s or more, which does not introduce much impact on delay and throughput simultaneously.
So the proposals are: 
Proposal 1: RAN2 is kindly asked to capture the simulation result for IM traffic in TR36.822 for reference.
Proposal 2: Network configuration of longer RRC inactivity timer (30s or more) can improve efficiency of IM traffic in terms of decreasing controlling overhead for the static UEs.
Proposal 3:  Network configuration of longer DRX cycle (1.28s or more) can improve efficiency of IM traffic in terms of UE power consumption without introducing much bad impact on delay and throughput simultaneously for the static UEs.
3 Conclusion
In this contribution, the trace statistic of IM traffic (mobile QQ) is provided and analyzed for further performance simulation and evaluation, and the proposal is:
Proposal 1: RAN2 is kindly asked to capture the simulation result for IM traffic in TR36.822 for reference.

Proposal 2: Network configuration of longer RRC inactivity timer (30s or more) can improve efficiency of IM traffic in terms of decreasing controlling overhead for the static UEs.

Proposal 3:  Network configuration of longer DRX cycle (1.28s or more) can improve efficiency of IM traffic in terms of UE power consumption without introducing much bad impact on delay and throughput simultaneously for the static UEs.
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4 Annex A
A.1 Simulation parameters

Table 1 System parameters

	Parameters
	Parameters

	TDD configuration mode
	TDD1

	Bandwidth
	5MHz

	Number of UEs
	50

	UE arrival distribution
	Uniform distribution over 10s (one hour)

	PRACH configuration index
	6

	Number of Preamble
	54

	Maximum number of UL grant in one RAR
	3

	The number of CCE in each DCI
	20

	The aggregated CCE number of each DCI
	4

	The number of PRB 
	25

	I_TBS
	15

	The probability of HARQ retransmission
	10%

	Maximum number of HARQ
	5


Talbe 2 DRX Parameters
	DRX parameters
	Value (ms）

	OnDurationTimer
	10

	RetransmissionTimer
	16

	Long_DRX_Cycle
	10,40,160,640,1280,2560

	Short_DRX_Cycle
	N/A

	ShortCycleTimer
	N/A

	InactivityTimer
	10
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