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1   Introduction
In Rel-10, the sync statuses of all activated serving cells shall be in-sync while PHR reporting is possible. Therefore all activated serving cells are involved in PHR trigger and reporting for the potential later uplink scheduling.
In Rel-11, with introduction of MTA, the uplink serving cells might be inter-band, and it is possible that part of activated serving cells are out of sync, the uplink scheduling on these serving cells are not possible before synchronization. Considering this difference, this contribution revisits following PHR issues related to MTA in Rel-11:

· Whether the activated but unsynchronized SCell shall be involved in PHR trigger and PHR reporting 

· Whether the PHR would be triggered upon activation of an out of sync serving cell. 
· Whether to introduce a new trigger upon synchronization.
In addition, we also discuss whether all PHR related parameters should still be UE basis.
2   Discussion
2.1   Activated but unsynchronized SCells
With the introduction of multiple TAG, activated but unsynchronized status is possible for SCells in STAG while PHR is probably reported. Following use cases are possible for this status:

1) Asymmetric traffic load between DL and UL. In this case, the SCells is activated due to downlink transmission but out of sync due to no uplink transmission requirement. 
2) After no data transmission on both direction of the cell, the TAT expires before the deactivation timer expires. 

3) Network intent to use a deactivated and out of sync SCell, due to activation first and RA second procedure, UE is temporally in activated but out of sync status after it is activated but before RA procedure is finished.
The most possible use case is asymmetric traffic load, the eNB may keep both uplink and downlink configured while keeping the cell activated but unsynchronized. The other implementation is that the eNB de-configure the uplink of this SCell while keep the downlink after less traffic in uplink for a certain period. The latter implementation makes sense since it can avoid maintenance of multiple TAGs. Such implementation is shown in figure 1. 
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Figure 1

Since the timer of TAT is much longer than deactivation timer normally, the second use case hardly happens.
In the third use case, the status is only a transition period and would be in a short time.

In summary, the activated but out of sync status is only a transition status and would not happen very often.

Observation: the activated but out of sync status is only a transition status and would not happen very often with proper eNB implementation.

· PHR reporting:

For the activated but unsynchronized SCells, regarding PHR reporting, two options are possible as follows:
Option 1: The UE reports PHR for all activated serving cells even if it is unsynchronized.
Option 2: The UE reports PHR only for activated and synchronized serving cells.

Option1 is aligned with legacy PHR procedure, and then no special handing for activated but unsynchronized serving cells. With option2, some signaling overhead can be saved by further restriction of the reported serving cell.
If an SCell is initially activated, and the initial TA is not obtained yet, the PHR reporting for this SCell would be a useful information for later RA procedure if parallel transmission between PRACH and other uplink channel is allowed.
Since no UL grant would be available for such SCell and Pcmax,c is not included, the additional overhead is 1 byte per PHR report. Considering it is not common that an SCell is in activated but out of sync status, The signaling overhead of reporting PHR for unsynchronized SCells is acceptable.
For simplicity, it is proposed

Proposal 1: The UE reports PHR for all activated serving cells even if it is out if sync.
· PHR trigger:

Among all PHR triggers, following ones are related to a certain activated serving cell with configured uplink:
	-
prohibitPHR-Timer expires or has expired and the path loss has changed more than dl-PathlossChange dB for at least one activated Serving Cell which is used as a pathloss reference since the last transmission of a PHR when the UE has UL resources for new transmission;

-
activation of an SCell with configured uplink.

-
prohibitPHR-Timer expires or has expired, when the UE has UL resources for new transmission, and the following is true in this TTI for any of the actived Serving Cells with configured uplink: 

-
there are UL resources allocated for transmission or there is a PUCCH transmission on this cell, and the required power backoff due to power management (as allowed by P-MPRc [10]) for this cell has changed more than dl-PathlossChange dB since the last transmission of a PHR when the UE had UL resources allocated for transmission or PUCCH transmission on this cell.


If the network keeps the SCell activated and the uplink of this SCell configured, even if it is out of sync, it might be used sooner or later in uplink, otherwise, network can de-configure the uplink of this SCell or deactivates it.  It is good to keep track on the pathloss change and the possible P-MPRc change of this SCell, it is proposed:
Proposal 2: PHR is trigger if the pathloss or P-MPRc change of an activated SCell fulfils the PHR trigger criteria (like in Rel-10) even if the SCell is out of sync 

In Rel10, it was agreed that the PHR is triggered upon activation of an SCell with configured uplink. In practice, since there is a delay between activation and scheduling of an SCell, mostly only virtual PH would be reported for this newly activated SCell, therefore only pathloss information can be got by network. From the pathloss point of view, there is not much difference to trigger PHR upon activation or synchronization. 

Another motivation for this trigger is to confirm the activation command. This is still valid in MTA case.
Proposal 3: PHR is triggered upon activation of an SCell with configured uplink (like in Rel-10) even if the activated SCell is out of sync. No new PHR trigger is needed upon synchronization of an SCell 
2.2   PHR related parameters
· dl-PathlossChange
In Rel-10, per UE dl-PathlossChange parameter is adopted and the intra-band contiguous UL CCs would encounter similar pathloss situations. However in inter-band CA scenario, the pathloss difference between two bands can be significant, e.g. as much as 14dB for free space and up to 25dB depending on the environment between 700MHz and 3.6GHz [3]. Is the per UE dl-PathlossChange parameter still applicable? Do we need to introduce per band/TAG dl-PathlossChange parameter, usually the SCells of the same band or TAG would encounter similar pathloss change situation. 

Per UE dl-PathlossChange parameter can still work in Rel-11 because PHR of all activated CCs will be included when dl-PathlossChange threshold is met on any of the CCs with configured uplink. A difference is that the amplitude and rate of pathloss change among inter-band CCs may vary significantly. 
The same parameter for all TAG would be result in that the PHR is always triggered by the carrier whose pathloss change more rapidly and fulfill the threshold earlier. An example is shown in figure 2 in which the dl-PathlossChange threshold would be fulfilled for CC1 easily, since the CC2’s PH information would be included in PHR as well and reported earlier than required, no issue is foreseen. 
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Figure 2
Proposal 4: Per UE dl-pathlosschange parameter is still applicable in Rel-11.
· prohibitPHR-Timer 
Several options are available for prohibitPHR-Timer configuration
· Option1: the prohibitPHR-Timer is configured according to the CC with slow pathloss change
· Option2: the  prohibitPHR-Timer is configured according to the CC with rapid pathloss change
· Option3: per TAG/band  prohibitPHR-Timer
An example is depicted in Figure 3. Assuming CC1 experiences slow and flat pathloss change while CC2 experiences fast and acute pathloss change.

With option1, the prohibitPHR-Timer is configured according to CC1, some PHRs triggered on the CC2 would be prohibited. Furthermore, virtual PHR case can even make thing worse. At time T1, PHR is transmitted through CC1 when UL resource is available for CC1, PH of CC2 is included as virtual PH, and prohibitPHR-Timer is started. Pathloss or P-MPR has changed more than dl-PathlossChange on CC2 at time T2, T3 but the PHR could not be transmitted because the prohibitPHR-Timer is running. It can be seen that the actual UE power situation on CC2 cannot be timely revealed to the eNB.
With option2, a shorter prohibitPHR-Timer would be configured according to CC2. PHR would be reported at T3 and T5 instead of T4 and T6. The above issue for option1 w. r. t. CC2 does not exist anymore. The PHR information for CC1 is got earlier but with same frequency.
With option3, PHR would be reported at T3, T4, T5 and T6, more frequent PHR report but some of them are not needed. Moreover, option3 has more specification impact, it is proposed:
Proposal 5: Per UE prohibitPHR-Timer is still applicable in Rel-11.
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Figure 3
· periodicPHR-Timer
periodicPHR-Timer is used to trigger PHR when no other trigger due to pathloss or P-MPRc change for a certain period, so it is not much related to pathloss of serving cells/ TAG/band. Therefore we would like to confirm:
Proposal 6: Per UE PeriodicPHR-Timer is still applicable in Rel-11.
3   Conclusion
With introduction of MTA, a new status i.e. activated but unsynchronized is possible for SCell while PHR reporting happens, according to our analysis:
Observation: the activated but out of sync status is only a transition status and would not happen very often with proper eNB implementation.

Based on this observation, following are proposed 

Proposal 1: The UE reports PHR for all activated serving cells even if it is out of sync.
Proposal 2: PHR is trigger upon the pathloss or P-MPRc change of an activated SCell fulfils the PHR trigger criteria (like in Rel-10) even if the SCell is out of sync 

Proposal 3: PHR is triggered upon activation of an SCell with configured uplink (like in Rel-10) even if the activated SCell is out of sync. No new PHR trigger is needed upon synchronization of an SCell 
Even though the pathloss change and PHR trigger on different TAG would be different a lot, but PHR for all activated serving cell with configured uplink would be reported once PHR is triggered for any reason, it is proposed:
Proposal 4: Per UE dl-pathlosschange parameter is still applicable in Rel-11.
Proposal 5: Per UE prohibitPHR-Timer is still applicable in Rel-11.
Proposal 6: Per UE PeriodicPHR-Timer is still applicable in Rel-11.
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