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Discussion and Decision
1 Introduction
There were several contributions from companies on QoS Verification in the last RAN2 meeting (#76). This contribution does an analysis based on the input from previous meetings. The analysis will consider the applicability based on use cases for MDT as well as any considerations if there are duplications or similarities with already defined measurements.
The following topics are considered:

· Accessibility

· IP throughput

· Packet delay

· Packet Uu loss rate

· Packet discard rate
· KPI
2 Discussion

2.1 Use case

In the running CR to TS 37.320 [7] it is captured that currently agreed use cases are (agreed in RAN2#76):

· Traffic Location: MDT functionality is required to support the use case to obtain in the network information of where data traffic is transferred in different locations within a cell. 

· User QoS Experience: MDT functionality is required to assess the QoS experience for a specific UE together with location information. The relevant QoS measurements to assess user experience are FFS.

2.2 Accessibility

Refer to [2] for details.
2.3 IP throughput
IP throughput measurements can be used to provide measures both for “User QoS Experience” and “Traffic Location” use cases.
2.3.1 User QoS Experience
To reflect user QoS experience, reusing “scheduled IP throughput” measurement as defined in 36.314[1] could be sufficient for MDT purposes, i.e. excluding initial buffering, single TTI transmissions and transmission in last TTI. It is discussed in an email discussion [76#33] and will be reported in this meeting. In our opinion, Scheduled IP throughput should be possible to use to assess User throughput experience and will not be further discussed in present document.
2.3.2 Traffic Location
Traffic generated at each location by active UEs correlated with RSRP and RSRQ measurements would be valuable input for operators’ evaluation of NW performance and trouble shooting. Below four typical scenarios are analyzed in Table 1.
Packet delay (see sub-section 2.4), which helps to indicate insufficient system radio capacity, could also be considered in some cases for the discovery of poor performance, i.e. when “guaranteed” delay sensitive services are used such as VoIP. 

Table 1 Traffic location scenarios

	
	High active UE number
	Low active UE number

	High traffic
	Scenario 1
	Scenario 2

	Low traffic
	Scenario 3
	Scenario 4


Scenario 1
Both traffic load and active number of UEs are high. It means the concerned location is a “hot spot”. The possibility to place a new cell could be considered.
Scenario 2
Traffic load is high but active number of UEs is low. More factors should be considered before decided to add another cell. For instance, if it is only one or few UEs that all the time generates high traffic then it might not be needed to add a cell.

Scenario 3
Traffic load is low but active number of UEs is high. In this scenario, RSRP/RSRQ and packet delay (see section 2.4) should be considered as well to make the decision. For example:
1. RSRP/RSRQ measurements are at good levels. This is the “normal situation”, i.e. there are lots of active UEs but each UE consumes and generates little traffic (UL and DL). Hence, no particular action would be needed. 
2. RSRP/RSRQ measurements are at bad levels and packet delay is short. Small packet delay indicates that the link between UE and the network is sufficient to deliver the data from higher layers even though the radio environment is not very good. No particular action would be needed.
3. RSRP/RSRQ measurements are at bad levels and packet delay is long. Long packet delay indicates that the link between UE and the network is insufficient to deliver the data from higher layers, i.e. the UEs request much traffic but data transfer fails due to “poor radio environment” or lack of sufficient resource. The problematic services are here the delay sensitive services “Guaranteed” services like VoIP. In this case, some action should be considered to improve the radio environment, which has been captured by MDT coverage optimization in Rel-10. 
Scenario 4
Both traffic load and active number of UEs are low. It is the “normal situation” in most cases, i.e. there are few active UEs and accordingly not very much traffic is generated is not so much. No particular action would be needed.

RSRQ/RSRQ measurements have been captured by coverage optimization in Rel-10 and will not be further discussed but are expected to be able to be measured and reported by the UEs as well. 
As some of the UEs may be moving, to get the traffic and number of active UEs for a certain location, the system needs to log the traffic generated, the UE active status and the location of each UE periodically at a preconfigured sample period (e.g. every second). For each period, the traffic can be calculated by adding up the traffic from all the UEs in the location.
How to calculate the traffic per location is illustrated below by an example where: 
· X-axis indicates the time and Y-axis indicates traffic (IP throughput). The scale in X direction are samples (the duration could e.g. be 1s, 2s, …)

·  There are three UEs: UE1(blue), UE2(yellow) and UE3(pink)
Step 1
The eNB logs the traffic for all UEs during each sample. See Figure 1, Figure 2 and Figure 3.
At the same time, the network obtains locations for the UEs (either from GNSS measurements or by some network-assisted/based positioning measurements)
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Figure 1 UE1
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Figure 2 UE2
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Figure 3 UE3
Step 2
This is some post-processing based on the input from MDT measurements.

Some concerned locations are identified. Accordingly, the UEs in the concerned locations can be identified as well. See Figure 4, Figure 5 and Figure 6.
UE1 in location 1 during sample 2 and 3.

UE2 in location 1 during sample 6,7,8,9.

UE3 in location 1 during sample 1-10.
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Figure 4 UE1 in location 1

[image: image5.emf]0

5

10

15

20

25

30

35

1 2 3 4 5 6 7 8 9 10


Figure 5 UE2 in location 1
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Figure 6 UE3 in location 1

Step 3
The traffic for the concerned location can be calculated by adding the traffic of all UEs (in the location).
UE1: sample 2, 3
UE2: sample 6, 7, 8, 9

UE3: sample 1 – 10
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Figure 7 Traffic status in location 1

In the same way, the traffic of other locations can be collected as well, as below.
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Figure 8 Traffic geographic map

Step 4
Analyze and take some actions. In this example, it can be seen that the traffic in location 1 is much higher than others. If the number of active UEs in location 1 is higher than in other locations as well, the possibility to put a cell in location 1 would be considered.
From the description above, it can be seen that the key point is to get traffic of each UE during each sample. There could be two alternatives to get UE traffic: to reuse existing Scheduled IP throughput measurement and to define overall IP throughput measurement.
Alt1 To reuse existing Scheduled IP throughput


[image: image9]
The example above can be used to illustrate the problem which existing IP throughput is encountering.

· X axis indicates time, Y axis indicates IP volume.

· There is only one sample shown

· There are two bursts within the sample, where Vol2 (T2) and Vol4 (T4) occur in the last TTI.
According to the definition in existing IP throughput, the result will be (Vol1+Vol3) / (T1+T2).

However, what we want (to support the use case) is (Vol1+Vol2+Vol3+Vol4) / T.

Obviously, the value calculated by existing Scheduled IP throughput will be inaccurate (will be higher in most cases).

Alt2 To define overall IP throughput measurement

To support the use case, overall IP throughput measurement needs to be measured and the measurement is performed as “total transmit data volume / measurement period”.
Proposal 1: it is proposed to define overall IP throughput measurement and active UE number to support the use case “get geographic map of traffic distribution”.
2.4 Packet delay
Lack of sufficient system radio capacity can result in packet delay. The radio link between the UE and the eNB has a certain quality which allows transmitting a certain amount of data per second assuming that all radio resources are given to this UE. If this rate is below the rate at which data drops from higher layers into the L2 buffers, the queue and the queuing delay will increase. For non-guaranteed services, such as those using TCP (such as best effort services), they will typically consume the bandwidth what they can get hold off and there should not be a problem as they would adjust to the available bit rate to new circumstances. But for guaranteed services, there will be a problem. When queued packets reach limit, packets will be discarded. 
Small packet delay can always be an indicator of sufficient system radio capacity.

High packet delay and low packet discard rate would not be a problem in most cases except for latency sensitive services, e.g. VoIP. For these services, packet delay will be critical to secure service quality. The packets beyond packet delay budget would be dropped by the application, which will impact user experience directly. For these services, the rate of beyond delay budget (performed as “packets beyond delay budget”/ “total packets”) will be an important indicator of user QoS experience, i.e. the higher the rate is, the worse the user QoS experience will be.
Proposal 2: it is proposed to further study a MDT measurement reflecting the user QoS experience of time sensitive service such as VoIP by measuring packet rate beyond delay budget (performed as packets beyond delay budget / total packets)”.
2.5 Packet Uu loss rate

The main reason of packet Uu loss is radio link failure (RLF). RLF reporting has been captured in Rel-10, which will not be further discussed in present document.
Another reason for packet Uu loss could link adaptation issues, but this should occur very rarely. At least for RLC AM, packet loss is very unlikely to occur. For VoIP which is typically run on RLC UM it could be more interesting but also there the more severe problem is that packets are delivered too late, which can be detected by packet delay, see sub-section 2.4. It happens rarely that packets are lost in HARQ. Most of these losses can be discovered by the eNB.
Based on the description above, there seems to be no explicit use case requiring packet Uu loss rate measurement (i.e. adding location or e.g. on per UE-basis).
Proposal 3: it is proposed to not include Uu loss rate as a MDT measurement.

2.6 Packet discard rate
When the packets are delivered to PDCP, they will be queued in PDCP buffer until scheduled to be transmitted over air interface. However, PDCP buffer is limited. If the packets queued reach the limit, packet will be discarded. Some reasons can be:
1) Insufficient system radio capacity
When the data rate to L2 from higher layers is higher than what can be transmitted by the radio link between the UE and the eNB, the undelivered packets will be queued. When queue limit is reached, packet discard occurs. 
This scenario can be detected by measuring packet discard rate combined with packet delay, as mentioned in sub-section 2.4.
2) Poor implementation
Improper implementation (in UE or in RAN), such as too small PDCP buffer configuration would cause unintended packet discard.
In DL, the OAM measurement “DL PDCP SDU drop rate” defined in [8] is sufficient to detect the problem. There is no need to consider it again in MDT measurement.
In UL, such information (combination of packet delay and packet discard rate) could be used to evaluate whether or not UE implements a queue management strategy and how it performs. For instance, low UL packet delay and high UL packet discard rate can basically indicate a poor buffer management implementation. From a theoretical view, poor UE buffer implementation can for sure be discovered in a lab and only once, but in a live network, it would be impractical (how do we at RAN troubleshooting get the hands on that information for every UE model and each SW version).
Proposal 4: it is proposed to further study if MDT measurements should support detection of poor UE buffer implementation by measuring UL packet delay and UL packet discard rate.

2.7 KPI

In [3] [4] [5] [6], different KPIs are defined. The purpose is to support OAM, i.e. to evaluate the performance of network over a fairly long period (such as 24 hours) and a fairly big granularity (such as a city). And all these KPIs are supported by the corresponding measurements, which are defined as well in 32.xxx standards.

It is hard to see any need to reconsider these KPIs from MDT perspective and to define MDT measurements to support these KPIs. And, if we need to consider new KPIs and the corresponding supporting measurements, the proper alternative would be to consider it from OAM perspective instead of MDT.
Proposal 5: it is proposed to consider KPI and supporting measurements from OAM perspective instead of MDT.
3 Conclusion
The proposals are:

Proposal 1: it is proposed to define overall IP throughput measurement and active UE number to support the use case “get geographic map of traffic distribution”.
Proposal 2: it is proposed to further study a MDT measurement reflecting the user QoS experience of time sensitive service such as VoIP by measuring packet rate beyond delay budget (performed as packets beyond delay budget / total packets)”.

Proposal 3: it is proposed to not include Uu loss rate as a MDT measurement.

Proposal 4: it is proposed to further study if MDT measurements should support detection of poor UE buffer implementation by measuring UL packet delay and UL packet discard rate.

Proposal 5: it is proposed to consider KPI and supporting measurements from OAM perspective instead of MDT.
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