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Discussion
1 Introduction
The support of MDT continuity across inter-PLMN especially on EPLMNs was request by SA in a couple of meetings ago. However, RAN2 realized that non-trivial changes in ASN.1 and normative text are required for late phase of REl-10, so it was decided to support it later in Rel-11, as captured in agreements of RAN2#75. 
	Agreements:

1) 
Consequences of introducing ePLMN now for LOG_MDT are considered too large. Also work around exist. No change for Rel-10 in AS

2) 
Will leave immediate Rel-10 MDT decision to RAN3

Note: it is assumed that in order to come e.g. to a coverage map in a ePLMN environment, still workarounds exist e.g. by having different UE's log on different PLMN's


In the same meeting, RAN2 sent a LS to SA2, SA5, CT1 to ask for some opinion. As a response, RAN2 receives the response LS from CT1 in R2-115664 in RAN2#76. So we continue to progress the discussion. 
2 Discussion
2.1 CT1’s response LS on Applicability of ePLMN to MDT
We extract the main part of CT1 LS provided in R2-115664. 
	CT1 confirms that per definition the ePLMN list can contain PLMNes belonging to different operators and potentially from the same or different countries. In CT1 there is no relationship of these PLMNes to MDT.

For the case of defining a new list of PLMNes for MDT task, NAS signalling is a feasible solution but not preferred since CT1 has the understanding that this potential list is only for AS use, and the impacts on NAS need to be identified.


What we can conclude for now with the CT1 response LS are the followings:

· 1) No concern on supporting continuity of MDT across multiple PLMNS seems to exist in CT1. 

· 1) Not all PLMNs in the ePLMN list itself should be always considered for applicable PLMNs for MDT. 
· 2) In some cases the subset of ePLMN list can be considered for MDT continuity. 
· 3) NAS signaling to indicate the PLMN list for MDT is not preferred
There are nothing new in the second and the third bullet because these are almost the repetition of what RAN2 expressed in the RAN2 LS sent to CT1 in the last meeting. Hence, for the further discussion the first and the fourth bullet are taken into account. 
2.2 Do we need to support MDT continuity for multiple PLMNs for a UE?
In order for network to collect radio measurements over its multiple PLMNs, two approaches can be considered:
· Approach1: UE can perform logging and reporting across multiple PLMNs 
· Approach2: UE can perform logging and reporting within a single PLMNs. Network collects measurements from many UEs across multiple PLMNs
To better use the MDT for network performance optimization, we think that approach1 is more desirable with the following reasons:
· User consent: In approach1, user consent for MDT can be assumed to be valid for multiple PLMNs while it is restrictively applicable only to one PLMN in the second approach. Considering that the user consent issue is not trivial, i.e., operators might not be so easy to be provided with user consent from the concerned UEs, the user consent, if provided, should not be unnecessarily restricted.  

· Radio measurement collection: In the approach1, radio measurements across inter-PLMN boundary are well collected while it is not possible in the approach2. The PLMN boundary is the place where the need of MDT is increased
In our understating, SA explicitly requested a support of a continuity of general functionalities including MDT in LS SP-110433, and CT1 in R2-115664 also expressed no concern on that. The, we think RAN2 should be ready to support it, and hence we propose: 
Proposal 1 Continuity of logging and reporting across multiple PLMNs is supported 
Proposal 2 UE is provided with information on the PLMNs indicated by network, for which the MDT task can be performed, if configured. User consent is assumed to be valid for all the indicated PLMNs 
2.3 How is UE informed of the PLMNs for MDT?

Since CT1 expressed that they do not prefer any NAS signaling, we only consider the AS signaling. To indicate the applicable PLMNs for MDT, two solutions have be considered:
· Approach1a:  A list of PLMN
· Approach1b:  A bitmap of EPLMN list

The approach1a is quite straightforward and the approach1b is the sort of optimization of approach1a). The benefit of approach1b) is a less signaling overhead than the approach1. However, there are some drawbacks in approach1b)

· EPLMN is very general concept to support the (broad meaning of) roaming and network sharing, and the list of EPLMN is configured at NAS layer. MDT is configured at AS layer. If we use bitmap approach, it requires UE to jointly consider AS and NAS to figure out what PLMNs are really applicable. This is unnecessary complexity in UE implementation that can be avoided in approach1a. 
· In case EPLMN list is updated, the bitmap should be also updated otherwise incorrect list of PLMNS can be configured for MDT. If network update the EPLMN list without jointly updating bitmap, UE may have incorrect information of MDT PLMNs. This sort of complexity/possible hazard of mismatch is avoided in approach1. 
It is expected that the configuration of MDT PLMNs is once configuration and static until the end of MDT operation. So we do not need to be too sensitive in signaling overhead in approach1. So we propose 

Proposal 3 RRC message is used to signal a list of PLMN for which UE performs MDT task
3 Conclusion  
This paper proposes the followings to support continuity of MDT task across multiple PLMN:
Proposal 4 Continuity of logging and reporting across multiple PLMNs is supported 
Proposal 5 UE is provided with information on the PLMNs indicated by network, for which the MDT task can be performed, if configured. User consent is assumed to be valid for all the indicated PLMNs 
Proposal 6 RRC message is used to signal a list of PLMN for which UE performs MDT task
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