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1. Introduction
One of the objectives of the EDDA WI is to investigate problems related to signalling overhead and power consumption in LTE and their scope. In this contribution, signalling overhead and power consumption of background traffic is analyzed and presented.
2. Signalling Overhead Calculation
One of the key metrics of the Evaluation framework for eDDA WI is the signalling overhead [2, 3, 4]. As pointed out earlier, the nature of diverse data applications is such that the overhead due to RRC state transitions is becoming higher, but minimizing the number of state transitions means spending extended time in RRC_Connected state. In that case, the network will see signalling overhead due to additional handover and connected mode signalling which also consumes both power and air interface resources. 
In this contribution, we take into consideration the signalling overhead due to the change in RRC states from RRC_Connected to RRC_Idle as stated in [5] and also the impact of signalling overhead of remaining in RRC_Connected state due to handovers etc as stated in [6].
We note that the signalling overhead does not include all the messages exchanged over the EMM and between packet gateways in the EPC.
3. Impact of Background Traffic on Signalling Overhead
To understand the impact of background traffic on signalling overhead, we define the following 2 scenarios, in scenario 1, which we call only DRX, the UE always remains in RRC_Connected State and uses Long DRX to save power. We assume that the DRX ON time is only 1 TTI and is small enough that we do not include it in our calculations for Time spent in RRC_Connected state. The DRXInactivityTimer value used here is 1s. 

In scenario 2, we assume that the UE transitions to RRC_Idle state as it does currently, after the expiration of the Dormancy timer. We use the values of 2s, 3s, 5s and 10s for Dormancy timer. We do not take DRX into consideration in this scenario, i.e. when the UE is in RRC_Connected state; it remains in Active state all the time. 
For each scenario, we also calculate the impact of high and low rates of mobility, using handover rates. For low mobility, we use a handover rate of 0.2 handovers/min and for high mobility, we use a handover rate of 2 handovers/min. For traffic, we used the background traffic traces as obtained in [7] and also included in the TR 36.822 v0.1.0 (in R2-115598). 
We use the following metrics to quantify the impact of background traffic on signalling overhead and power consumption.

For signalling overhead, we calculated ratio of total data to signalling overhead during trace collection when there was no user activity by using the following formula:
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The total data exchanged is the sum of all the data sent from IP layer to the radio. Note also that we assume that there is no signalling overhead associated with Handovers during RRC_Idle state. We do not take into account the signalling overhead associated with TA updates etc here.
We also use the metric RRC state changes/min to separately categorise the impact of RRC state transitions from RRC_Connected to RRC_Idle. In the case of Only DRX where the UE never goes to RRC_Idle state, the signalling overhead due to RRC state changes is 0 as can be seen in Table 2.

For Power Consumption, we use the metric % of Time spent in RRC_Connected state which is defined as follows:
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Table 1 shows that the amount of data sent for signalling bits is very low for all three cases for background traffic in general, as compared to active traffic as seen in [5], where the ratio is several orders of magnitude higher for data sent for each bit of signalling overhead. Table 1 also shows when we increase the Dormancy timer, due to the increased time spent in RRC_Connected state by the UE, the impact of handover rate increases at higher mobility rates. Thus, although the overhead due to RRC state changes decreases as Dormancy timer increases, the impact of signalling due to mobility increases. But the impact due to handover is still not as high as the impact due to change in Dormancy timer.
	

Scenario
	Ratio of Total Data to Signalling Overhead 

	
	Handover Rate = 0.2
	Handover Rate = 2

	1. Only DRX
DRXInactivityTimer 1s
	25.82
	12.99

	2. Dormancy 2s
	34.63
	34.63

	3. Dormancy 3s
	38.48
	38.48

	4. Dormancy 5s
	46.84
	46.72

	5. Dormancy 10s
	55.60
	53.77


Table 1: Ratio of Total Data to Signalling Overhead for background traffic 
Observation 1: Table 1 shows that handover at higher mobility rates can be a very significant contributor to signalling overhead and so, only DRX is actually not a good solution. However, high Dormancy timer values at higher mobility rates also add signalling overhead due to increased time spent in RRC Connected, though this is less than the impact of change in Dormancy timer itself. During lower mobility, transitions to Idle state add far more to overall signalling overhead. 
	Scenario
	RRC State Changes/min

	1. Only DRX, No Idle,

DRXInactivityTimer 1s
	0

	2. Dormancy 2s
	0.77

	3. Dormancy 3s
	0.69

	4. Dormancy 5s
	0.57

	5. Dormancy 10s
	0.48


Table 2: RRC State Changes/min

From table 2, it can be seen that rate of RRC changes per minute can be quite high for lower values of Inactivity timers for even background traffic. 
In Table 3, we show the % of Time spent in RRC_Connected for Only DRX and for different Dormancy Timer values for low and high Handover Rates. For Only DRX case, since the UE is always in RRC_Connected state, this actually represents the % of time the UE spends in DRX. If a handover occurs during DRX, then the UE needs to return to Active state, which increases the time it spends in RRC_Connected state. We assume that the process of Handover takes 0.5s and after the Handover is completed, the DRXInactivitytimer must be restarted. So, overall, we assume that a handover during DRX will cause the UE to spend at least 0.5s + 1s = 1.5s additional time in RRC_Connected state. For Dormancy Timer case, the handover rate has no impact on the % of time spent in RRC_Connected since we assume handovers do not occur during RRC_Idle state. 
	Scenario
	% Time Spent in RRC_Connected

	
	Handover Rate = 0.2
	Handover Rate = 2

	1. Only DRX, No Idle, 

DRXInactivityTimer 1s
	3.31
	7.81

	2. Dormancy 2s
	4.2
	4.2

	3. Dormancy 3s
	5.4
	5.42

	4. Dormancy 5s
	7.5
	7.51

	5. Dormancy 10s
	11.96
	11.96


Table 3: % Time Spent in RRC_Connected 

Observation 3: Table 3 shows for Only DRX case, handover at high mobility rates significantly increases the amount of time spent in RRC_Connected state. 
Observation 4: As expected, the power consumption of UE increases with increase in the value of Dormancy timer.
Observation 5:  For low power consumption, only DRX performs the best for low mobility cases. However, for higher mobility cases, it is better to transition to RRC_Idle state using a low Dormancy timer. But the problem with low value of Dormancy timer is that it causes high signalling overhead to data. 

Thus, it can be seen that currently there need to be changes in the way Dormancy timer values are set at the UE, it may be better to allow some flexibility in how the Dormancy timer values are set depending upon mobility as well as traffic pattern instead of rigidly setting one timer value for all cases. 
Proposal 1: RAN2 to consider adding capabilities to adapt Dormancy timers for UEs running background applications. 

Proposal 2: RAN2 to discuss the tradeoffs involved in UE staying in RRC Connected always vs. frequent transition to RRC Idle. 

Proposal 3: RAN2 to consider UE’s input to whether to remain in RRC Connected or go to RRC_Idle.  

4. Conclusions
Proposal 1: RAN2 to consider adding capabilities to adapt Dormancy timers for UEs running background applications. 

Proposal 2: RAN2 to discuss the tradeoffs involved in UE staying in RRC Connected always vs. frequent transition to RRC Idle. 
Proposal 3: RAN2 to consider UE’s input to whether to remain in RRC Connected or go to RRC_Idle.  
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