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1  Introduction
A work item was approved in RAN#53 [1], for Multi-Point transmission (MP-Tx) in HSDPA. One of the sub-features listed in the WID is Inter-Site MP-Tx, which allows UEs to receive data from multiple cells residing in different NodeBs.  
In a contribution submitted and presented at RAN2#75bis [2], a UE-based RLC split algorithm to enable Inter-Site MP-Tx was described. Another contribution [3] presented a general summary of different data split solutions.
This contribution aims at clarifying some aspects of the UE-based RLC algorithm that were questioned at RAN2#75bis, and provides a comparative summary of UE and RNC based RLC split solutions. 

2  Clarifications on UE based RLC split
With reference to the [2], describing a UE based RLC split algorithm (see summary in Annex A), the following aspects are further clarified, as per questions raised in RAN2#75bis about RLC ACK and Poll SDU handling:
Handling of RLC PDU ACKs

No impacts or delays are envisioned in RLC PDU ACKs handling. The LSN ACK (acknowledging all previous SNs) will be sent as per legacy RLC rules. 
The only delay incurred is in sending NAKs when the UE is uncertain between genuine loss and skew. In most cases, the uncertainty will be cleared before the skew delay timer expires (PDU is received or identified as a true loss), or in other words the chance of seeing a skew delay timer expiration should be very small.
Handling of Poll SDU

No impact or extra change is expected for POLL PDU handling (compared to legacy RLC). 
3  Comparison with RNC-based split         
Based on a previous paper [3], describing a comparison between data split options, this section provides a short summary of basic differences and pros vs. cons of the two RLC-based split options. They are considered to perform fairly similar to the PDCP split approach (and sometimes better, for example: for link removal triggered by event1b) while being much simpler (from a system architecture and UE/RNC implementation point of view).
Table 1: Comparison of the 2 RLC data splitting schemes
	
	RNC-based RLC splitting
	UE-based RLC splitting

	How to handle skew
	1.UE NAKs all missing PDUs

2.RNC is responsible to distinguish skew from genuine loss; 

3. If genuine loss, retransmit immediately;

4. If skew, retransmit only when the skew timer expires
	1. UE is responsible to distinguish skew from genuine loss; 

2. If genuine loss, NAK in the next Status PDU; 

3. If skew, NAK only when the skew timer expires;

4. RNC retransmits all NAKed PDUs immediately

	RLC retransmission
	1. Response to genuine loss as good as in today’s system

2. Timer-based retransmission to skew

3. RLC PDU can be retransmitted on different cells
	1. Response to genuine loss as good as in today’s system (except under some low probability corner case scenarios (*))

2. Timer-based retransmission to skew 

3. RLC PDU can be retransmitted on different cells

	Status PDU on the uplink
	1.No change is needed

2.The size of each Status PDU is larger than today
	No change is needed

	Complexity
	1. RNC needs to have the capability to forward data to two serving cells;

2. RNC needs to keep track of the cell over which data was transmitted. 

3. RNC must handle Timer-based retransmission for skew
No impacts on the RLC at UE side
	1. RNC needs to have the capability to forward data to two serving cells;
2. UE needs to keep track of the cell over which RLC PDU was received; 

3. UE must handle Timer-based retransmission for skew

	Pros
	1. Almost no change at UE;
2. Flexible RLC retransmission (data can be retransmitted on either cell)
3. Has the capability to recover data when skew timer expires; 
4. When E1B happens, data can be recovered by RLC retransmission
5. No extra TCP retransmission
6. In-sequence delivery to upper layer
	1. Almost no change at RNC;
2. Flexible RLC retransmission (data can be retransmitted on either cell)
3. Has the capability to recover data when skew timer expires; 
4. When E1B happens, data can be recovered by RLC retransmission
5. No extra TCP retransmission
6. In-sequence delivery to upper layer

	Cons
	1. Introduces complexity at RNC;
2. Slight increase in uplink traffic load
3. May have unnecessary RLC retransmissions (with a small probability, i.e., when the skew is very large)
	1. Introduces complexity at UE;
2. Under some low probability circumstances, RLC retransmission for genuine loss may be delayed (*)
3. May have unnecessary RLC retransmissions (with a small probability, i.e., when the skew is very large)


(*) The only scenario where RNC-based scheme can recover faster than the UE-based scheme is when a PDU is dropped on a link and the other link is stalled for a significant amount of time (or has no more PDUs to send). In this case, the UE-based scheme will recover the PDU after expiration of the skew timer, while the RNC-based scheme can recover after the Status PDU reporting the hole is received. see Annex A (sec. 6.1.1) for a more specific example. Given

-     The typically low probability of a dropped RLC PDU  (using MAC-hs HARQ) 

-     the even lower probability of this happening while no PDUs are received from the other link

-     the expected low impact due to the additional (small) delay in recovering the dropped PDU

The above scenario should not cause any significant performance difference between the two schemes.
4  Conclusions and Proposals
In this contribution, we have presented a few clarifications on the UE-based RLC split for Inter-Site MP Tx and have compared the UE-based scheme with RNC-based RLC split, highlighting very minor differences between them (except for the logical difference in complexitybeing mainly on the UE or RNC side, respectively).

It is therefore concluded that, performance wise, UE-based and RNC-based RLC split options seem to be similarly feasible and efficient solutions for handling data transmission in inter-NodeB MP-Tx scenarios. 
Proposal: Discuss and agree on one RLC split solution, between UE and RNC based split, to be adopted going forward for Rel-11 MP-Tx.
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6  Annex A. UE-based RLC Split algorithm
At UE, each MAC entity exposes its identity when delivering data to the RLC entity, thus the UE RLC entity has the knowledge of which cell a RLC PDU is received. This information is essential for the UE to distinguish a genuine loss from skew.

Based on this knowledge of which cell a PDU is received from, the RLC receiver at UE maps each decoded RLC PDU to the cell from which it is received and maintains the largest RLC sequence number (LSN) received in each cell. Note that the LSN will only be updated if the RLC PDU is not NAKed before. LSN would not change if the received PDU is a retransmitted PDU.
When the UE finds a new gap in the RLC sequence number (SN), there are two possibilities, as shown in Figure 2:
1. If the SN in the gap is smaller than both of the two LSNs, the gap is a genuine loss and a NAK will be sent in the next Status PDU.
2. If the SN in the gap is larger than one of the LSNs, this gap is considered as due to skew and a NAKDelayTimer is started for this gap; there are three possibilities for this gap:

a. If the gap is filled before the timer expires, stop the NAKDelayTimer.

b. If the gap is not filled when the timer expires, a NAK is sent in the next Status PDU.

c. If the gap becomes smaller than both LSNs before the timer expires (this can happen since the two LSNs keep increasing with new received data), the gap is considered as a genuine loss and a NAK will be sent in the next Status PDU. The NAKDelayTimer will be stopped.
Note that there could be multiple NAKDelayTimers, one for each gap in the RLC SN.
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Figure 1: NAK generation by the UE RLC receiver
Let us further elaborate the RLC enhancement using the example shown in Figure 3. 
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Figure 2: RLC PDU genuine loss and skew

In this example, data is split at RNC such as PDU 0-3 and 8 are sent to cell 1 while PDU 4-7 are sent to cell 2.
· At time t0, PDU 0 is received from cell 1, and PDU 4 is received from cell 2. LSN1=0 and LSN2=4. The UE detects a gap of RLC SN with PDU 1, 2 and 3. Since PDU 1, 2 and 3 are larger than the smaller LSN, which is 0, a NAKDelayTimer_1 is started for PDU 1, 2 and 3. 

· At time t1, PDU 1 is received from cell 1. LSN1=1 and LSN2=4. The UE removes “PDU 1” from the gap, and no new timer is needed.

· At time t2, PDU 2 is received from cell 1, and PDU 6 is received from cell 2. LSN1=2 and LSN2=6. The UE removes “PDU 2” from the old gap, and detects a new gap with PDU 5. Since 5 is larger than the smaller of the two LSNs, which is 2, a new NAKDelayTimer_2 is started for PDU 5. 

· At time t3, PDU 3 is received from cell 1. LSN1=3 and LSN2=7. The first gap is filled and NAKDelayTimer_1 is cancelled. 

· At time t4, PDU 8 is received from cell 1. LSN1=8 and LSN2=7. Now since 5 is smaller than both LSNs, the gap is identified as a genuine loss and a NAK for PDU 5 will be sent in the next Status PDU.  NAKDelayTimer_2 is cancelled.
6.1 Other aspects

6.1.1 Link stall scenarios

In this section, we discuss the UE-based RLC enhancement under some abnormal scenario. 

In the example shown in Figure 3, the RLC receiver can declare the genuine loss of PDU 5 at time t4 and ask RNC to retransmit this PDU. However, if at time t3, cell 1 stalls due to heavy loading and/or deep fading, LSN1 cannot move forward. As a consequence, PDU 5 and all genuine loss afterwards on cell 2 would be treated as skew and be retransmitted only after their corresponding NAKDelayTimers expire. In general, when one of the serving cells stalls, the genuine loss on the other serving cell may be identified as skew and the retransmission of the lost PDU may be delayed. 

We should note that the probability of seeing this scenario is fairly low. It happens only when one of the serving cells stalls AND RLC PDU is lost on the other serving cell. With typically 10% BLER after the first HARQ transmission and up to four HARQ transmissions, the probability of seeing this scenario should be much smaller than 1%. Even in this scenario, the only additional impact is some additional delay in recovering the dropped PDU, which may not affect the throughput, unless the RLC transmitter is close to being window-limited.
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