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1. Introduction
In previous RAN2 meetings, the agreements that companies may take traces of their preferred applications and simulate whether they identify problems in LTE have been reached. In this document, basic simulation settings of our simulation platform and statistics methods of evaluation metrics will be provided. And using INTEL’s background [4] and CMCC’s IM [5] traffic CDFs, some simulation results about IDLE inactivity timer mechanism for background and IM traffics will be presented.
2. Evaluation Framework

2.1. Basic Simulation Settings
The objective of this WI is to identify and specify mechanisms at the RAN level to enhance the whole network’s system performance under diverse traffic profiles. After discussion about traffic characteristics and scenarios, system performance of diverse data applications running in the current LTE network will be evaluated to find out where the problem or bottleneck is. According to this simulation requirement, traces are the most important and suitable inputs. The method of simulating is to let traces run in the LTE system platform and observe the concerned performance results. 
The main parameters for our eDDA simulation are listed below:
· Number of eNBs = 19

· Number of sectors in a eNB = 3

· Number of UEs = 100

· Simulation Duration = 1hour

· Traffic Session Duration = 1hour

· Idle-Inactivity Timer = 0.3s, 1s, 2s, 5s, 10s, 30s, 60s, 120s
· Speed of UE = 0km/h, 3km/h, 18km/h, 30km/h, 60km/h, 120km/h

The detailed simulation settings are shown in the appendix.
2.2. Evaluation Metrics

In general, evaluation metrics includes three aspects as described in followings: 

· UE power consumption
· Overheads and Signalling

· User Visible Metrics / QoS

To support a large number of Background and IM traffics efficiently in the current LTE system, there are two general directions for DDA enhancements:

Alt 1: Optimal mechanisms for state transitions between RRC_Idle mode and RRC_Connected mode 

Alt 2: Efficient configuration for long-live RRC_Connected mode
In order to evaluate the impact of enhancement mechanisms on system performance of diverse data applications, some necessary statistics are used in our evaluation methodology [2].
For UE power consumption, the benefits for the battery life can be gained from the reduction of UE’s active time. Thus one important statistic is the Ratio of Idle Time, which is defined as:
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In our simulations, the basic assumption is that at the start period of simulation all UEs enter RRC-Connected mode and the service will last till the end of simulation if there is no Idle-inactivity timer. In other words, there are few signaling overheads for RRC state transition. For different values of Idle-inactivity timer, there are different signaling overheads introduced by additional RRC state transition. For these signaling overheads, the statistics are differentiated into two methods according to whether the mobility is taken into account or not for uplink and downlink separately. In case of immobile scenarios, the statistic Ratio of Increased Signalling to Data due to frequent RRC state transition is defined as:
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In case of mobile scenarios, it mainly impacts the signaling overheads of measurement report/handover procedure and also user experiences such as end-to-end delay and throughput. Besides the above Ratio of Increased Signalling to Data, there are two other statistics. One is the Ratio of Reduced Signalling to Data since the handover signaling overheads are reduced once UE comes back to RRC-Idle mode, and the other is the Ratio of Total Signalling to Data from the view of total RRC signaling overheads, which are defined separately as follows:
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Reference to [3], the total Signaling sizes related to one RRC state transition event in formula (2) are calculated as 72bytes for uplink and 186bytes for downlink. And the total signaling sizes related to one handover event in formula (3) are 49bytes for uplink and 135bytes for downlink. Moreover in order to get the average effect of movement speed, the UEs in the whole network may have various speeds and the ratio of speed is configured to be close to a real network. Table2-1 gives an example of speed combination, which is used to calculate the average statistics.
Table 2‑1 Example for speed combination
	Velocity (Km/h)
	Ratio

	< 3
	60%

	18
	9%

	30
	20%

	60
	10%

	120
	1%


For User Visible Metrics / QoS, the statistics End-to-End Delay(s) and Throughput per UE(kbps) are measured from the application layer for uplink and downlink separately. 
In general, one of the main objectives of a high-efficiency system is to obtain a maximal user valid throughput and contentment of user experience with system overhead as low as possible. Therefore, signaling overhead is the important performance as well as system capacity, user throughput and system efficiency, which is also the primary statistics we focus on and compare when evaluating. 
3. Simulation Results
We run lots of simulations for two kinds of traffics, one is Background traffic [4], and the other is IM traffic [5]. The downlink and uplink simulation results are provided separately. In the simulations, with the CDFs obtained from traffic traces, different traffic type, different applications, different idle inactivity timer and different movement speed of UE are simulated. The statistics in section 2.2 are used to evaluate and compare the impact of Idle Inactivity Timer for Background and IM traffics. 
3.1. Background traffic
Case1: the impact of Idle Inactivity Timer on power consumption, signalling overhead and user experience
In these simulations, the Background traffic CDFs provided by INTEL in [4] are used for application layer and the speed of all UEs is set to 0km/h. Scenario1 is the simulation results for multiple applications (Skype, Gtalk, Twitter, Weather and Stock updates) running in the background. Since the trends of several groups of CDF curves are similar, we select one group (data3) to simulate for Scenaro1. And scenario2 is for each single application (Skype, Facebook, Gtalk, Yahoo messenger) running in the background. This case is to evaluate the impact of idle inactivity timer on idle ratio, signaling overheads related to RRC state transition and user experience.
Scenario1: Multiple background applications with different values of idle inactivity timer
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Figure 3‑1 Ratio of Idle Time
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Figure 3‑2 Ratio of Increased Signalling to Data
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Figure 3‑3 End-to-End Delay(s)
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Figure 3‑4 Throughput per UE(kbps)


From Figure 3-1 and Figure 3-2, it can be found that there is an inflexion point of overhead and effect when the value of idle inactivity timer is set to 10s. When the value of idle inactivity timer is smaller than 10s (i.e. 5s, 2s, 1s, 0.3s), signaling overhead is rapidly increased. When the value of idle inactivity timer is larger than 10s (i.e. 30s or 60s), signaling overhead is reduced a little but idle ratio is rapidly reduced.

From Figure 3-3 and Figure 3-4, it is observed that Idle Inactivity Timer mechanism affects end-to-end delay but has no impacts on throughput. When the timer is set properly (e.g. longer than 10s), the results are still acceptable.
Observation1: In case of multiple background applications, introduction of idle inactivity timer may affect end-to-end delay. When the timer is set properly (i.e. idle inactivity timer = 10s in the above scenario1), it is still possible to achieve a balance trade-off between signalling overhead and UE power consumption, and user experience.

Scenario2: Single background application with different values of idle inactivity timer
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Figure 3‑5 Ratio of Idle Time
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Figure 3‑6 Ratio of Increased UL Signalling to UL Data
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Figure 3‑7 Ratio of Increased DL Signalling to DL Data
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Figure 3‑8 UL End-to-End Delay(s)
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Figure 3‑9 DL End-to-End Delay(s)
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Figure 3‑10 UL Throughput per UE(kbps)
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Figure 3‑11 DL Throughput per UE(kbps)


From the above figures, it can be found that the basic tendency of Idle Inactivity Timer mechanism on different single applications of background traffic is consistent. However differences such as slope among these applications are still distinct. The results of Facebook are a little special because it has the characteristics of dense packet inter-arrival times between 0s and 1s, and rest 10% is large packet inter-arrival time e.g.1800s. 
Therefore, Facebook is almost unaffected by different values of Idle Inactivity Timer, and shows good and stable performance between power consumption, signalling overhead and user experience.
Observation2: Idle Inactivity Timer mechanism has different effects on different applications of Background traffic. For some applications which have the characteristics of dense small packet inter-arrival times and a few large packet inter-arrival time (e.g. Facebook) is  unaffected by different values of Idle Inactivity Timer, this mechanism shows good and stable performance between power consumption, signalling overhead and user experience.

Case2: the impact of Idle Inactivity Timer on mobility
In these simulations, the Background traffic CDFs from multiple applications (Skype, Gtalk, Twitter, Weather and Stock updates) provided by INTEL in [4] are used for application layer and the value of idle inactivity timer is set to 10s. Each set of simulation results comes from different UE speed. This case is to evaluate the impact of idle inactivity timer on handover. Case of 3km/h means that all of UEs in the simulation scenario have the speed of 3km/h. Case of average means that number of UEs with different speeds obeys the speed ratio listed in Table 2‑1.
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Figure 3‑12 Ratio of Reduced Signalling to Data
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Figure 3‑13 Ratio of Total Signalling to Data


From the above results, it can be found that with the UE movement speed enlarging, the reduced handover signaling overhead is increased, and meanwhile the total signaling overhead is reduced. Especially when the speed is more than 30km/h, the total signaling overhead is even negative for the reason that reduced signaling overhead related to HO events is even more than increased signaling overhead related to RRC transition events.
Observation3: In case of background traffics in high speed, the total signalling overhead is reduced because reduced signalling overhead related to handover is even more than increased signalling overhead related to RRC establishment introduced by idle inactivity timer.

3.2. IM traffic

Case1: the impact of Idle Inactivity Timer on power consumption, signalling overhead and user experience
In these simulations, the IM traffic CDFs captured from QQ application traces provided by CMCC in [5] are used for application layer and the speed of all UEs is set to 0km/h. Each set of simulation results comes from different values of idle inactivity timer. This case is to evaluate the impact of idle inactivity timer on idle ratio, signaling overheads related to RRC state transition and user experience.
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Figure 3‑14 Ratio of Idle Time
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Figure 3‑15 Ratio of Increased Signalling to Data
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Figure 3‑16 End-to-End Delay(s)
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Figure 3‑17 Throughput per UE(kbps)


From Figure 3-14 and Figure 3-15, it seems difficult to find a balance between UE power consumption and signalling overhead. When the value of idle inactivity timer is larger than 30s (i.e. 30s, 60s, 120s), increased signaling overhead is low, but idle ratio is smaller than 10%. When the value of idle inactivity timer is smaller than 10s (i.e. 10s, 5s, 1s), idle ratio is rapidly increased, but the signaling overhead is also increased. 
Observation4: In case of IM traffic (e.g. QQ application), it seems difficult to find a balance between UE power consumption and signalling overhead with the introduction of idle inactivity timer.
Case2: the impact of Idle Inactivity Timer on mobility

In these simulations, the IM traffic CDFs from QQ application provided by CMCC in [5] are used for application layer and the value of idle inactivity timer is set to 10s. Each set of simulation results comes from different UE speeds. This case is to evaluate the impact of idle inactivity timer on handover and total signaling overheads with mobility. 
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Figure 3‑18 Ratio of Reduced Signalling to Data
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Figure 3‑19 Ratio of Total Signalling to Data


From the above results, it can be found that with the UE movement speed enlarging, the reduced handover signaling overhead is increased, and meanwhile the total signaling overhead is reduced. However, even though the speed is up to 120km/h, the total signaling overhead is positive for the reason that reduced signaling overhead related to HO events is less than increased signaling overhead related to RRC transition events.
Observation5: In case of IM traffics (e.g. QQ application) with mobility, the total signalling overhead is still increased because reduced signalling overhead related to handover is less than increased signalling overhead related to RRC establishment introduced by idle inactivity timer.

Proposal 1: The mechanism of idle inactivity timer is more applicable for Background traffic in high speed cases, and can be considered as an option for other traffic types and speed cases. Further evaluations for RRC-Connected mode efficiency should be FFS in details. 
4. Conclusion
In this contribution we show basic simulation settings of our simulation platform and statistics used for evaluation. Secondly, some simulation results about IDLE inactivity timer mechanism for background and IM traffics are presented. Since our simulation result is based on uplink and downlink CDFs separately as inputs, there might be a lack of relationship between uplink and downlink traffics, which may affect the actual traffic/application characteristics. The results in this document intend to show the tendency of the mechanism of idle inactivity timer. With the eDDA WI progress and further simulation requirements, we will provide corresponding further simulation results used for evaluation. 
According to these discussions, it is proposed:
Observation1: In case of multiple background applications, introduction of idle inactivity timer may affect end-to-end delay. When the timer is set properly (i.e. idle inactivity timer = 10s in the above scenario1), it is still possible to achieve a balance trade-off between signalling overhead and UE power consumption, and user experience.

Observation2: Idle Inactivity Timer mechanism has different effects on different applications of Background traffic. For some applications which have the characteristics of dense small packet inter-arrival times and a few large packet inter-arrival time (e.g. Facebook) is  unaffected by different values of Idle Inactivity Timer, this mechanism shows good and stable performance between power consumption, signalling overhead and user experience.

Observation3: In case of background traffics in high speed, the total signalling overhead is reduced because reduced signalling overhead related to handover is even more than increased signalling overhead related to RRC establishment introduced by idle inactivity timer.

Observation4: In case of IM traffic (e.g. QQ application), it seems difficult to find a balance between UE power consumption and signalling overhead with the introduction of idle inactivity timer.
Observation5: In case of IM traffics (e.g. QQ application) with mobility, the total signalling overhead is still increased because reduced signalling overhead related to handover is less than increased signalling overhead related to RRC establishment introduced by idle inactivity timer.

Proposal 1: The mechanism of idle inactivity timer is more applicable for Background traffic in high speed cases, and can be considered as an option for other traffic types and speed cases. Further evaluations for RRC-Connected mode efficiency should be FFS in details. 
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6. Appendix

6.1. Basic Simulation Settings

Table 6‑1 Simulation Assumptions of eDDA
	Parameter
	Assumption

	Simulation time
	3600 s

	system bandwidth
	20 MHz

	Cell layout
	Hexagonal Grid, 19 eNBs with wrap around, 3 sectors per eNB 

	Number of UEs
	100

	Inter-Site distance
	500 m

	Distance-dependent pathloss
	L=130.5+37.6log10(R) (R in km)

	Lognormal shadowing model
	Reference to B1.4.1.4 in UMTS TR30.03

	Lognormal shadowing standard deviation
	8 dB

	Correlation distance of shadowing
	50 m

	Shadowing correlation 
	Between sites
	0.5

	
	Between sectors
	1

	Penetration loss
	20 dB

	Antenna pattern
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	Carrier frequency
	2.6 GHz

	eNB power
	46 dBm

	Antenna gain
	14 dBi

	UE power
	23 dBm

	Minimum distance between UE and BS
	35 m

	UE distribution
	UEs uniformly distributed within the cell

	UE speed
	0km/h, 3km/h, 18km/h, 30 km/h, 60km/h, 120km/h

	CQI measurement period
	20 ms

	SRS reporting period
	20 ms

	Number of RLC ARQ max transmit
	2

	Number of MAC HARQ max transmit
	4


6.2. Application Verification
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Figure 6‑1 Packet size CDF comparison
	[image: image27.png]CDF

Packet Interarrival Time CDFs

—— UL input COF

—— UL output CDF
DL input CDF

—— DL output CDF

10° 10? i 10’ 10’ i 10’

Packet Interarrival Time in seconds(log scale)




Figure 6‑2 Packet inter-arrival CDF comparison


6.3. Idle Inactivity Timer
The mechanism of idle inactivity timer is to let UE rapidly enter IDLE state when it has been lasted for a period of predefined timer since the last data arrived. An illustration is as below:
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Figure 6‑3 An illustration for idle inactivity timer
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