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1. Introduction

The RAN plenary meeting #53 has approved a work item on the Multiflow transmission schemes for the HSDPA networks [2]. In these schemes, the application level data is split in the access network and is scheduled to a UE from different cells belonging to either the same or different sites. This creates a need to study further different options on how the data split can be implemented.  A few basic schemes were identified, which hence will be referred to as the RLC and PDCP split, and the related input on which was provided in [2] for [3] during the RAN2#74 meeting.

In this paper, we present our further considerations and findings regarding the data split options for the inter-site Multiflow operation.

2. Further considerations on data split options 

2.1 RLC split: network- or UE-centric skew handling

For the RLC split proposed first in [QC R1-104738] it was noted that out of order delivery of RLC PDUs may occur at the UE and that current mechanisms may lead to unnecessary retransmissions. In order to minimize these retransmissions, it has been proposed that RNC keeps track of a cell over which  every RLC PDU is transmitted. In this scheme, if a UE reports a RLC NACK followed by an ACK, and the RNC internal book-keeping indicates that both PDUs were transmitted over the same cell, then the RNC knows for sure that the NACK refers to a genuine error, and can trigger retransmission. In other cases,  RNC does not know whether a NACK refers to skew caused by the Multiflow transmission or a genuine reception error. In this case, it can start a retransmission delay timer in order to avoid unnecessary retransmissions. If this timer expires before reception of corresponding ACK, RNC triggers retransmission.  

Figure 1 illustrates an example where NB1 has sent RLC PDUs with SN 0, 1, and 4, while RLC PDUs with SN 2 and 3 are still waiting for transmission in NB2. Furthermore, a UE has failed to receive RLC PDU with SN 0. In this case, a UE would send a status PDU that has NACK for PDUs 0, 2, and 3, and ACK for PDUs 1 and 4. By utilizing its internal book-keeping by recording over which cell every PDU was sent, the RNC can detect that PDU 0 has a genuine error and can trigger retransmission. For PDUs 2 and 3 RNC would start a retransmission delay timer and wait for potential later ACKs.
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Figure 1 – Example of network centric skew handling.

One of the main drawbacks of this “network centric” skew handling approach is that UE may transmit large number of unnecessary NACKs which will be shortly thereafter replaced by ACKs. 

As an alternative, there is a UE centric approach  proposed  in [7], where a UE sends out a NACK for a missing RLC PDU only once a certain UE timer expires. The reasoning behind this approach is that later the UE may receive the missing packets in the skew window and avoid transmitting unnecessary NACKs. A minor drawback of this approach is that it will delay also sending of some of the ACKs (PDUs 1 and 4 in the given example). This however does not have any performance impact assuming that RLC in-sequence delivery is enabled. 

For both schemes it is beneficial to minimize the skew already in the scheduling phase at data split layer since large skew may cause costly TCP retransmissions and/or RLC window stalling. In case of RLC split this means that RNC should be able to estimate delay of each RLC PDU for both cells and choose the cell that provides lower delay. Even though it is possible to perform very tight flow control over Iub to do such optimization, in practice it is however not possible to predict future delays perfectly and therefore the probability of introducing skew can be expected to be relatively large. On contrary, the genuine RLC errors happen very rarely due to HARQ retransmissions (usually <0.1% probability as shown e.g. in [QC R2-114477]). Therefore, it is strongly expected that a skew in reception happens far more frequent than RLC retransmissions, thus favouring a solution that minimizes the sending of unnecessary NACKs. Indeed, due to a small HARQ residual error, RLC “NACK” is more likely to occur due to the skew rather than due to the HARQ failure (unless a RLC delay timer is applied in UE).

It is also worth noticing that the problem of unnecessary RLC retransmissions (or unnecessary NACKs) can be fully avoided also if the data split would take place in PDCP layer, as described in [8].

2.2. Data retransmission upon link removal and switching

As discussed during the RAN2 #74 meetings and, in particular, raised in [3] and [6], the PDCP split solution may suffer from dropped packets at the Node B buffer as a result of link removal, i.e., event 1B or link switching occurring during the mobility. Unlike the RLC split that can rely upon the intrinsic ACK/NACK mechanism, some entity must take care of retransmitting necessary PDCP SDUs. Here, we provide an overview of a few solutions the network can take to avoid the aforementioned problem.

Firstly, it must be mentioned that the link removal/switching is in full control of the network and the latter can stop prematurely scheduling data to the link that experiences a negative trend in its quality. Since the network can always configure appropriate events and thresholds, a number of problems can be avoided at the early stage. 

Of course, still the link can suddenly experience bad conditions. In this case, the simplest solution the network can do is retransmitting all the unacknowledged RLC PDUs from the removed link to another one. In the case of the PDCP split, the RNC has to maintain internally the mapping between the PDCP SDUs and RLC PDUs, so that it can take necessary PDCP SDUs and construct new RLC PDUs.  Re-transmission of all un-ACKed RLC PDUs may result in some inefficiency because some of the RLC PDUs from the removed link might have reached a UE (but UE has not yet sent corresponding ACKs), but such an approach will ensure that all the SDUs will be delivered to the UE, thus avoiding a stalled PDCP buffer. It is worth noting that this solution does not require changes in the existent standard and is completely transparent to the UE.

A more versatile option would be to ask the Node B to provide to RNC an indication of not yet transmitted RLC PDUs in its output buffer and pending HARQ processes upon the link removal event. The indication can be either the number of RLC PDUs or the lowest SN number. Based on the obtained information, the RNC can re-send only the relevant PDCP SDUs. It is worth noting that the same approach is also applicable for the RLC split, where the RNC can re-send proactively RLC PDUs without waiting for an explicit NACK from the UE. This option requires some extensions to the Iub interface, but is transparent to a UE. With this solution, we can keep larger buffers at the Node B (and the larger Iub flow control period) because then upon the link removal event we will retransmit only those RLC PDUs that were not delivered to a UE. 

4. Conclusions

In this paper, we have discussed aspects of the RLC split, highlighting that a UE-centric skew management is expected to result in fewer RLC NACK transmissions. Since the skew is expected to occur more often than the RLC error, the UE centric solution can improve the overall RLC performance in case of the Multiflow data split. 

In addition, we also presented a few solutions for the network side to mitigate the negative impact from the link removal event which can occur as a result of UE mobility.
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