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1	Introduction
A new WI of LTE RAN enhancement for diverse data application was approved in RAN#51 meeting [1]. For this WI work scope, our understanding is that this may cover many aspects e.g. optimization on latency reduction, low data rate application and MTC small data transmission but not limited on this. Improvement of LTE RAN efficiency based on these possible applications could be the key issue. In this paper, we discussed potential LTE RAN efficiency improvement schemes, and analysed advantages and disadvantages of each scheme.
2	Discussion
For diverse data application in the new WI, potential possible applications could include low data rate application or MTC small data transmission. The characteristic of these applications are the small packet that needs to be transmitted in a short period, and the intervals of small packets transmission could be relatively large and UE will be in RRC_IDLE mode or detached from the network [2]. There could be significant signalling overhead to support one time small packet transmission. For example, when UE in RRC_IDLE mode wants to transmit the small data, the UE needs to transit to RRC_CONNECTED mode to transmit the packet, and transit to RRC_IDLE mode again after the packet transmission. Then the corresponding RRC signalling to support such RRC state transition, as well as the UE power consumption and RAN resource usage to support RRC_CONNECTD mode could be the large overhead relative to the transmitted small packet. In this section, we discuss some potential schemes to improve LTE RAN efficiency and briefly analyse the possible advantages and disadvantages of each scheme.
2.1	“Always-On” in RRC_CONNECTED State
To reduce the corresponding RRC signalling which is used for RRC state transition, the straightforward thinking is that to keep UE always in RRC_CONNECTED mode and never release the UE to RRC_IDLE mode. Then, when UE would need to transmit (a small packet) again, it would neither need to transfer back to RRC_CONNECTED mode, nor would the UE need to transfer back to RRC_IDLE mode after the packet transmission. 
The saved signalling overhead would be the corresponding RRC signalling to support RRC state transition, which includes RRC connection setup procedure, security activation procedure, SRB/DRB setup procedure, and RRC connection release procedure signalling. Also the RACH resource consumption and related signalling for initial access could be saved.
However, the cost to support RRC_CONNECTED mode can also be significant. For example, RAN resources such as C-RNTI resources, CQI/SR/SRS resources, memory used for UE context etc. are reserved for UEs in RRC_CONNECTED. Also the UE power consumption to keep the RRC_CONNECTED mode e.g. DL control channel monitoring, radio link monitoring, time/frequency synchronization, RRM/CSI measurement, UL TA maintenance etc. needs to be handled. 
For example, it could be allowed that a UE decreases the frequency of DL control channel monitoring (e.g. DRX accomplishes this) and RRM/CSI measurements could be done less frequently (e.g. s-Measure allows such control over RRM measurements, and CSI measurement can also be configured to be aperiodical).
[bookmark: _GoBack]To further decrease the cost of keeping a UE in RRC_CONNECTED mode, even longer DRX cycles could be studied to reduce the UE power consumption so that the comparable power consumption in RRC-CONNECTED mode to RRC_IDLE mode can be attained. However, for example the following already-allowed DRX cycle parameter can be used: “long DRX cycle” = 640 ms; “on duration”=10ms, “inactivity timer”=5ms. This is comparable to RRC _IDLE mode “DRX cycle”=640 ms and “on duration”= 5 ms.  However, potential mobility issues should also be investigated if longer DRX cycles are to be supported. Aperiodic CQI/SRS could also help to save the RAN resources but UE still needs to retain downlink timing/frequency synchronization and possible uplink timing. Since there can be a relatively long interval between packet transmissions, this cost seems not so desirable. 
Observation 1: For UE in RRC_CONNECTED, it should be studied if improvements to the existing procedures are required to better support a UE that is “always-on” and in RRC_CONNECTED state, so that the power consumption is on par with UE power consumption in RRC_IDLE state. 

2.2	Making use of RRC_IDLE mode Tx/Rx
An alternative scheme to improve LTE RAN efficiency is to transmit and receive data in RRC_IDLE mode of UE. For example, for the uplink transmission in idle mode, we could use RACH Msg3 to carry a small packet. In this scheme, random access preamble group B could be selected to support larger Msg3 size, and after Msg3 which carries the small packet is transmitted, eNB could directly reject the RRC connection setup request. This way, when UE was doing uplink packet transmission, the security activation procedure, SRB/DRB setup procedure, and RRC connection release procedure would not be needed. RAN resources would also be saved and UE power consumption would be kept in RRC_IDLE level. 


Figure.1 RACH procedure with small data transmission in RACH Msg.3.
The consequence of such scheme is that the uplink packet will be carried on SRB0, which does not have integrity protection and ciphering in RAN level. And SRB0 may encounter confliction due to RACH contention, which does not guarantee the uplink packet transmission delay. Since acknowledgement will not be received, applications need to be based on UDP/IP protocol. The UE authentication and security need to be done beyond RAN level and DOS-attack is then possible for eNB, but this is similar as the case of emergency calls.
For the downlink packet transmission, MBMS service could be reused for UEs in RRC_IDLE mode. Then if UEs receive DL packet in RRC_IDLE mode, the RRC state transition signalling are also saved, as well as the RAN resource usage and UE power consumption in RRC_CONNECTED mode. Even more, DL data transmission could for group of UEs and more signalling are saved.
However, this also means eNB could not transmit DL data to individual UEs, which implies e.g. MTC server could not communicate with individual MTC device. And also, DL data transmission will not have acknowledgement, and do not have integrity protection and ciphering unless there is a mechanism applied to solve the security keys issue of UEs. Based on the above analysis, it could be seen that making use of RRC_IDLE mode to do DL/UL packet transmission will save large signalling overhead as well as UE power.
An alternative solution would be to have an “intermediate mode” which is similar to the UMTS Cell_FACH state. It saves data security information at higher layer for data transmission and makes it faster for UEs transition from RRC_IDLE to RRC_CONNECTED. The drawbacks are that it could cause memory consumption at higher layer; it could cause a certain complexity to current LTE system. If power consumption in RRC_CONNECTED mode can be made close to RRC_IDLE mode as discussed in last section, then such new mode solution might be at lower priority. 
Observation 2: RAN2 could study transmission mode optimization for small packets to enable better efficiency for small data transmissions.
2.3	Data Transmission for Group UEs
In the MTC work, there has been a concern for applications that send very small packets in a random but almost predictable manner. Grouping UEs for data transmission could be used for alleviating the shortage of the UE identifiers for a large group of MTC UEs. Here we consider a scheme where eNB could assign a number of UEs to a common group. All the UEs within this group would access the network as a “single UE”: 
During the initial access, eNB would allocate only one RNTI for the group, and the following scheduling will be similar to scheduling a “single UE”. Such a group of UEs would do data transmission or reception in a pre-defined order in e.g. frequency domain, time domain or in both time and frequency domains. Figure 2 and Figure 3 illustrate the principle of the scheme.
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Figure.2 RACH procedure for grouping shared RACH resource. 
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Figure.3 Example of a TimeIndexIndicator for 8 UEs in a group.
This scheme could reduce signalling overhead for RRC as well as L1, and RACH resource usage could be also reduced. 
Observation 3: To increase signalling efficiency for MTC-like applications methods of grouping UEs could be investigated.
2.4	Packet Bundling
For the applications that are not sensitive to the delay, small packets could be delayed and transmitted until bundled, i.e.submitted for transmission at the same time. In principle, this kind of bundling could be deployed in different layers, but it is our understanding that this bundling could be done most conveniently and efficiently in higher layers.  This would have no other impact on RAN layer except for larger RLC packets than typically in RAN level, so this is not seen as being in the scope of the RAN study. 
The application level must be present in packet bundling in some way, because the applications only know how much delay can be tolerated for each packet. Having a proper delay handling in the Internet Socket and in the software development kit of the operating system would provide a simple and sufficient platform for developing delay-tolerant applications. The upper layers naturally need some support information about the state of the RAN stack, i.e. the upper layers must know when delaying the packets is needed.
We could expect that RAN level packet bundling (i.e. packet bundling for RRC_CONNECTED mode and packet bundling for RRC_IDLE mode) could be within the work scope of the WI. For RRC_CONNECTED mode, PDCP PDUs could be delayed and bundled, and for RRC_IDLE mode, RRC connection request could be delayed to bundle larger packets. The RAN protocol stack needs the delay parameters from the application layer in order to operate correctly, so implementing the packet bundling at RAN level requires interaction with the applications anyway. In particular, the solution would be distributed across several protocol layers, which is generally undesirable. Hence, the solution where RAN is not included is simpler.
The RRC signalling overhead and L1 signaling overhead are both saved, independent of the layer where the packet bundling is implemented. And as long as the delay is kept in the allowed delay range for application, there will be limited impact for application performance. 
Observation 4: UE “packet bundling” for delay-tolerant services could allow reduction in signalling overhead for RRC and L1.
2.5	Combination of Schemes 
Although different schemes are discussed separately in this section, multiple schemes could be combined together to provide LTE RAN efficiency improvement. For example, data transmission for group UEs with optimization of RRC_CONNECTED mode data transmission could be combined to further improve the small data transmission efficiency compared with each scheme. 
3	Conclusions
In this paper, several potential schemes for LTE RAN efficiency improvement are discussed for low data rate application or MTC small data transmission. We could see that each scheme has its own advantages and disadvantages, but the gain achieved by the scheme and the cost for the scheme is different. The discussed schemes could also be combined together to provide combined efficiency improvements.
Based on the discussion in this section, we have the following proposal:
Proposal: RAN2 should consider the observations in this paper as alternatives for further enhancements for diverse data applications.

References
[1] [bookmark: _Ref289172052][bookmark: _Ref289636193]RP-110454, New WI Proposal for LTE RAN Enhancements for Diverse Data Applications, Research In Motion UK Ltd
[2] [bookmark: _Ref289637290][bookmark: OLE_LINK3][bookmark: OLE_LINK4]TS 22.368 v11.0.0, Service requirements for Machine-Type Communications
image2.png
RRC_IDLE UE

MTC Device

Preamble is selected and sent
at the assigned PRACH
resource by UE at the order of
TimelndexIndicator and interval
Timelnterval.

Preamble on RACH
I_L

P .

Preamble response

Detection of a PDCCH with
the indicated NRA-RNTI.
Msg.3 is sent by UE.

on PDCCH+PDSCH =—]

:

§ Msg.3 on PUSCH

eNB

PRACH resource, preamble index, A group
shared RA-RNTI, TimeIndexIndicator,
Timelnterval are indicated by higher layers
as part of the request of a preamble
transmission. A TimeIndexIndicator is
bitmapped to the Ues in the group.
Transmission interval between grouped Ues
is defined by Timelnterval,

|

eNB detects the UE transmitted preamble and
sends RACH response message with an updated
UE specific NRA-RNTI, which reflects order of the
UE indicated by TimelndexIndicator.

Contention Resolution
msg. on PDSCH





image3.jpeg
}3an

c3an

€3an

¥ an

S an

9 3N

L3an

83N

~ Array of UE IDs




image1.wmf
MTC Device

eNB

Random Access Preamble

1

Random Access Response

2

Scheduled Transmission

3

Contention Resolution

4

Implicit or explicit infrequent small data 

transmission indication of the MTC 

device

: 

e

.

g

. 

priority

, 

size

, 

type etc

.

Implicit or explicit indication 

on the data source and type 

etc

. 

Upon 

receiv

ing

 the infrequent small data 

transmission from the MTC devices

, 

eNB 

sends the RRC connection rejection message 

to UE  

with

 cause value 

of

 the offline small 

data transmission

.

It

 also acknowledges the 

MTC’s small data transmission

 at eNB

. 


oleObject1.bin
Drag the side handles to change the width of the text block.



