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Discussion and decision
1. Introduction
In RAN2 #75 meeting, HetNet mobility large area simulation involving multiple macro and pico cells was discussed in the offline session. It was agreed that the simulation assumptions for large area simulation should be further discussed. In this document, the assumptions for HetNet large area simulation involving multiple macro and pico cells are discussed.  
2. Discussion
HO performance metrics for HetNet system evaluation 
In general, the performance evaluation metrics adopted for hot spot simulation can be also used for large area system simulation? 
1. The handover failure rate = (number of handover failures) / (Total number of handover attempts).        [see TR36.839 0.2.0 for details]. 

2. Ping-pong rate = (number of ping-pongs)/(total number of successful handovers)   [see TR36.839 v0.2.0 for details.] 
3. The average number of RLF occurrences per UE per second in states 1 and 2.                         [see TR36.839 v0.2.0 for details.]                                            

In the large area simulation, the impact of the HO failures to the system performance depends on how often the HO and HO failure occur. If HO rarely occurred, even if HO failure rate is high, the impact of the HO failure to the system is still very limited. On the other hand, if the frequency of HOs and HO failures is high the impact to the system performance will be much bigger. Therefore, time factor should be introduced into the large area simulation performance metric: 
4. The total number of HO failures per UE per second? 
[It is the total number of HO failures averaged over the total traveling time of all the simulated UEs.] 
5. The total number of successful HOs per UE per second?                                                                               [It is the total number of successful HOs further averaged over the total traveling time of all the simulated UEs.]                                                                    

Note: based on definition 1, 4, 5 we have: 
The handover failure rate = (The total number of HO failures per UE per second) / (The total number of HO failures per UE per second + The total number of successful HOs per UE per second)
The HO performance results should be logged separately for macro/macro HOs, macro/pico, pico/macro and pico/pico HOs? The overall aggregated results could also be obtained? More specifically the sparately logged metrics would be:

6. The number of macro/pico HO failures per UE per second? 

7. The number of macro/macro HO failures per UE per second? 

8. The number of pico/pico HO failures per UE per second? 

9.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                             The total number of HO failures per UE per second? 

10. The number of macro/pico HOs per UE per second?  

11. The number of macro/macro HOs per UE per second?                                                                                                                                                        

12.  The number of pico/pico HOs per UE per second?                                                                                                                                                        

13.  The total number of HOs per UE per second?                                                                                                                                                     

14. The macro/pico handover failure rate = (The number of macro/pico HO failures per UE per second) / (The number of macro/pico HO failures per UE per second + The number of successful macro/pico HOs per UE per second)?
15. The macro/macro handover failure rate = (The number of macro/macro HO failures per UE per second) / (The number of macro/macro HO failures per UE per second + The number of successful macro/macro HOs per UE per second)?
16. The pico/pico handover failure rate = (The number of pico/pico HO failures per UE per second) / (The number of pico/pico HO failures per UE per second + The number of successful pico/pico HOs per UE per second)?
17. Overall handover failure rate = (Total number of HO failures per UE per second) / (Total number of HO failures per UE per second + Total number of successful HOs per UE per second)?
Table 1 Comments on the performance metrics for large area simulations from different companies

	Company name
	Comment

	Nokia/Nokia Siemens
	1) Agree with all the defined metrics above.
2) Agree that the HO performance results should be logged separately for macro-macro, macro-pico, pico-macro and pico-pico HOs. We think it should be mandated for all to log results this way.
3) It should also be mandated for all to log the overall aggregated results (i.e. item 9, 13 and 17 shall be mandatory for all).
4) In item 6, 10 and 14 make it explicit that both macro-pico and pico-macro are separately collected and logged to show results for either direction of HO between macro and pico (better use macro-pico and pico-macro notation than macro/pico). So we need to show details for the pico-macro metrics also in the above list of metrics.


	Qualcomm Inc.
	The separation of statistics proposed above is good. The macro/pico statistics should be further divided into inbound (macro to pico) and outbound (pico to macro) directions. 
Before doing this separation, we can run the simulation with only macro cells, and that will give an estiamte of how much pico cells contribute to handovers.
We understand that those “x per second” metrics will be translated into more readable scale when we analyse the frequency of events.

	Ericsson
	1) Agree with the defined metrics above. We also make the same assumption as NNSN regarding metric 5.

2) Agree with NNSN’s comment on presenting metrics 6, 10, and 14 for macro-pico and pico separately.

3) What is the difference between metrics 4 and 9? (Same goes for metrics 5 and 13.)
4) We also support NNSN in adding proposals later.


	New Postcom
	We agree with the metrics defined above.
We also agree with NNSN and QC that the inbound and outbound handovers should be logged separated.

	ZTE
	We think it’s good to have separate metrics for macro-to-pico and pico-to-macro.
By the way, we are wondering after successfully HO to a new target cell, should UE clear buffered L3 filtered measurement result and restart L3 filter window? It may not impact the performance too much, but it’s good to have alignment.

	Alcatel-Lucent
	Agree to log the macro to pico and pico to macro metrics separately.

Regarding to ZTE L# filter comment, we could not see a reason to reset the L3 filter after a HO.

	Huawei
	We agree with all these metrics. We also support to log macro-pico and pico-macro statistics separately.

	Renesas Mobile Europe
	Proposed metrics: We agree with all the defined metrics

RLF metrics: The metrics for RLF should still be collected, similarly as was done for calibration cases

Separate logging:We agree with NNSN comments 2)-4): Separate logging would enable better understanding of the potential issues and their solution possibilities

HO failure definition: We think HO failure metric as per calibration can be used for estimating the potential amount of experienced HO failures, but an improved modelling of HO failure, e.g. by considering the real transmission of the HO command and ensuing RLC retransmissions if the transmission with HARQ fails, could be used for studying the potential issues further. The calibration model may exaggerate the problems with PDCCH reception.

	Mediatek
	We also believe that there should be separation of the inbound and outbound handover statistics. 

	NTT DOCOMO
	1) We agree that HO from macro to pico and vice versa should be logged separately. We also agree with Qualcomm that mobility performance in macro only case should be evaluated for reference.
2) On HO failure definition, we agree with Renesas that HARQ and RLC retransmissions should be considered for delivery of HO Command and HO Complete. Since required SINR for these messages is higher than that for PDCCH, transmission failure of these messages would be observed, before PDCCH failure is observed. Therefore, modelling of HO message transmission would be more important to see the real problem. In Rel-8 mobility study, the message transmission was modelled using link curves corresponding to the message size together with HARQ/RLC retransmissions as in R1-091126 and R2-092712.
3) MR transmission failure should also be considered as a factor of HO failure. The current definition, i.e., RLF in state2 comprises the case where an RLF is detected during MR transmission. However, the transmission failure after RLC retransmissions is not considered.
4) In Hetnets, macro cells will suffer from UL interference by UEs served by pico cells. It will affect delivery of MR and HO Complete. Therefore, UL interference modelling could be considered, taking fractional TPC behaviour into account. 

	Samsung
	We agree that the the inbound and outbound handover statistics should be collected separately. We also agree that companies should provide simulation results with only macro cells for better benchmarking.
We would prefer to model HARQ and the RLC retransmissions as long as the modeling requirements are clearely captured.

	CATT
	1) Agree with all the defined metrics above.

2) Better to have separate metrics for macro-to-pico and pico-to-macro handovers.

	Potevio
	1) We prefer to log macro-to-pico handover and pico-to-macro handover separately. With this we can see whether it impacts macro-to-pico handover and pico-to-macro handover similarly by introducing pico sites.

We agree all above defined performance metrics.

	InterDigital
	We agree with all the metrics defined above and also agree to log the macro-macro, macro-pico, pico-macro and pico-pico statistics separately.

Regarding the ZTE comment regarding L3 filter, we don’t not see a reason to reset the L3 filter after a HO.


. Table 2 Summary of companies’ positions on metrics for large area HetNet mobility simulation
	Companies 
	Adopt metrics used for Hotspot simulation (including those for RLF)
	Separate the metrics for macro to pico & pico to macro HOs 
	Adopt the metrics proposed for large area simulation 
	Consider HARQ for modeling the HO failure
	Run macro cell only simulation for  benchmarking
	Including UL interference for modeling the HO failure
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Based on the majority opinions, the rapporteur has the following proposals to RAN2:

Proposal 1 : The performance evaluation metrics used for hot spot simulation are adopted also for large area system simulation
Proposal 2 Adopt the following additional metrics for large area HetNet mobility simulation:

1. The number of macro to pico (macro-pico) HO failures per UE per second. 

2. The number of pico to macro (pico-macro) HO failures per UE per second. 

3. The number of macro to macro (macro-macro) HO failures per UE per second. 

4. The number of pico to pico (pico-pico) HO failures per UE per second.

5. The total number of HO failures per UE per second.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                 

6. The number of successful macro-pico HOs per UE per second.

7. The number of successful pico-macro HOs per UE per second.

8. The number of successful macro-macro HOs per UE per second.                                                                                                                                            

9.  The number successful of pico-pico HOs per UE per second.                                                                                                                                                        

10.  The total number of successful HOs per UE per second.                                                                                                                                                     

11. The macro-pico handover failure rate = (The number of macro-pico HO failures per UE per second) / (The number of macro-pico HO failures per UE per second + The number of successful macro-pico HOs per UE per second).

12. The pico-macro handover failure rate = (The number of pico-macro HO failures per UE per second) / (The number of pico-macro HO failures per UE per second + The number of successful pico-macro HOs per UE per second).

13. The macro-macro handover failure rate = (The number of macro-macro HO failures per UE per second) / (The number of macro-macro HO failures per UE per second + The number of successful macro-macro HOs per UE per second). 
14. The pico-pico handover failure rate = (The number of pico-pico HO failures per UE per second) / (The number of pico-pico HO failures per UE per second + The number of successful pico-pico HOs per UE per second).

15. Overall handover failure rate = (Total number of HO failures per UE per second) / (Total number of HO failures per UE per second + Total number of successful HOs per UE per second).

The Definition of Short-ToS Rate

The time-of-stay (ToS) in a cell is defined as the duration between hand-in to the cell and hand-out to another cell. 
In fact, as long as a UE-stay with a cell meets ToS < MTS regardless the UE is hand-in from which cell and hand-out to which cell, it has negative performance impact to the cell. Therefore any short time stay is an un-necessary stay and it should be classified as a short-stay. 

Suggested definition 1: a stay of UE connected with a cell between a hand-in and a hand-out is defined as a short-stay if the time-of-stay with the cell is less than a pre-determined MTS?

Suggested definition 2: short-stay rate = (number of short-stays)/(total number of successful handovers)?
Table 3 Comments on generic short-stay from different companies

	Company name
	Comment

	Nokia/Nokia Siemens
	1. In the 2nd para in section 2.2, remove the last two sentences since we agreed to a new short stay rate metric instead of generalizing the ping-pong rate.
2. Suggest that we rename the new metric as “Short Time of Stay Rate” or “Short ToS Rate”.
3. Showing CDF of ToS should be mandatory.


	Qualcomm Inc.
	The two definitions above look good. Our undersatnding is that the ping-pong metric will be removed, and replaced by the new “stort stay” metric.

	Ericsson
	1) We prefer to define “Short Time of Stay” without reference to ping-pong.
2) We are fine with definition 1.

3) Regarding definition 2, we could accept the current definition, but we also wonder what other companies think of (number of short-stays) / UE / second?


	New Postcom
	We are fine with these two definitions.
Response to Qualcomm’s comment: in our opinion the ping-pong metric should still be logged.


	ZTE
	Generally we are fine with two proposed definitions.
Here is one more comment for discussion: we thought it might be benefitial to separately log short time of stay for macro to macro, macro to pico, pico to macro and pico to pico. More specifically, the statistics may mostly depend on the type of site where UE stays, e.g. Pico stay or Macro stay. We are not so sure about it and would like to see companies’ opinion.

	Alcatel-Lucent
	Re. Qualcomm comment, we expect the new short-stay metric would be commonly used in the large scale simulations and for calibration although we will not rule out the possibility that the original ping-pong metric is used for specific purpose.

Re. Ericsson comment, we also think (number of short-stays)/UE/second is a useful metric. But we prefer to keep the definition 2. The metric in definition 2 is for the ping-pong performance – it indicate the chance of a ping-pong occurs when a HO taking place. The metric suggested by Ericsson measures the impact to the system – it measures how often the ping-pong occurs in a given period of time. We suggest having both of them.
Re. ZTE comments on logging short time of stay separately, we feel it is hard to separate the short stays based on HO classifications. In addition, it appears to us there is no difference on the impact to a macro or a pico from a short stay. Although we could see that the CDF of pico only or macro only could be different, we don’t see a strong reason to log them separately.

	Huawei
	We support to replace ping-pong metrics with more general “short stay” metrics.

	Renesas Mobile Europe
	Short ToS as metric: We agree with NNSN and Ericsson that the “Short Time of Stay” could be adopted as the name for the metric. Our understanding was that this would be an additional metric, and ping-pong rate would still also be collected. Regarding the Ericsson comment as to how the Short ToS is defined, we are fine with either definition, but it would probably be best to have just one definition for the metric to avoid confusion.

CDF of ToS: We think the CDF of ToS distribution from all users should be always shown
Definition 1&2: Please find our proposals (trying to clarify the text) for definition 1 and definition 2 below. Note that these were made based on the original proposals, and do not consider the Ericsson proposal for relativising the metric as per UE per second:
Definition 1: A Short ToS is counted when a UE’s time-of-stay in a cell is less than a predetermined minimum time-of-stay parameter (MTS), i.e. a UE with ToS<MTS.
Definition 2: A Short ToS rate is defined as the amount of Short ToS divided by the amount of successful handovers. I.e. 
Short ToS rate = (number of Short ToS occurrences)/(total number of successful handovers)



	Mediatek
	· We are fine with the two definitions. However we feel that normalizing using time as suggested by Ericsson may be helpful.

We also agree with NSN that the CDF should be mandatory.

	NTT DOCOMO
	We are fine with the proposed definition by Renesas.

	Samsung
	Our understanding was that the short stay definition would cater to a better understanding of how late a pico cell is selected leading to a motivation for early pico cell discovery issue. So we would support logging short stay for Macro and Pico separately.

We also support the metric (number of short-stays) / UE / second
Ping Pong is a separate issue; we would prefer to keep both the Short Stay and the ping pong definitions.



	CATT
	We are fine with these two definitions.
And we prefer to replace ping-pong metrics with more general “short stay” metrics.

	Potevio
	1) We agree with the proposed two definitions. We also agree with Ericsson that adopting (number of short-stays) / UE / second as an alternative/additional metric.

If short-stay and ping-pong equivalently do harm to the HO performance, ping-pong can be generalized to short-stay.

	InterDigital
	We are fine with the two definitions. We also support logging the time of stay separately for macro-macro, macro-pico, pico-macro and pico-pico separately. 

We support replacing ping-pong with the new definition of short stay.


Table 4 Summary of companies’ positions on short ToS
	Companies 
	Adopt the definitions of Short ToS and Short ToS rate 
	Adopt the number of short ToS occurrence per UE per second
	Using Short ToS metrics substitude the ping-pong metrics 
	Mandate logging CDF of short ToS
	Log the short ToS separately for picos and macros
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Based on the majority opinions from the email discussion, the rapporteur suggests the following proposals to RAN2:

Proposal 3: Adopt the following definitions of Short ToS metrics:

Definition 1: A Short ToS is counted when a UE’s time-of-stay in a cell is less than a predetermined minimum time-of-stay parameter (MTS), i.e. a UE with ToS<MTS.

Definition 2: A Short ToS rate is defined as the amount of Short ToS occurrences divided by the amount of successful handovers. I.e. 

Short ToS rate = (number of Short ToS occurrences)/(total number of successful handovers)


Definition 3: Short ToS per UE per second is defined as the total amount of Short ToS occurrences divided by total number of the UEs simulated and averaged over the total simulation time.

Proposal 4: It is mandatory to log the CDF of Short ToS for large area simulation.

Macro cells and Pico cells placement for large area simulation
1. Simulation area (within the border for UE bouncing or the contour of wrapping-around of the simulation area) should include at least 2 tiers of macro cells for the wrap-around approach. For the bouncing circle approach, it should include at least 1 tier of macro cells.
2. Companies are allowed to use either bouncing circle or wrap around model.
3. Pico cells could be placed in fixed pattern or randomly (except in the area too close to the macro eNB following the requirements posted in TR36.814)? 
4. Pico cells could be placed at the border or the inner area of the macro cells, cluster of picos could be placed together for observing the pico to pico HO performance in addition to the macro/pico performance? 
5. We may want to reset the timer for ToS when the UE hit the circle for the bouncing circle approach. Note: for the wrap around model we don’t have issue for ToS
. 
6. For handover performance simulation, we do not have to include the RLF recovery model in the simulation plateform. If the UE encountered HO failure or RLF it will be removed and then placed back to simulation again?
Table 5 Comments on macro/pico cells placement from different companies

	Company name
	Comment

	Nokia/Nokia Siemens
	1. In section 2.3, references to “macro cells” should really be “macro sites” since in 3GPP terminology, a 3 sector macro site is actually 3 cells.
2. With the bouncing circle approach one needs to add a second tier that is simulated but excluded from statistics, since the outer cells do not have a full first tier of neighbours. Regarding the circle, it seems that if users are confined to the inner part of first tier then there are no users directly at the border, and we are good. BUT, the lack of users in outer cells cause a skewness in load, hence a severe boundary effect, and biased results. A circular simulation area simply does not work, since this will partially cover some cells. One solution would be to make the circle larger, i.e. covering most of second tier of macro sites if all cells in the second tier site (36 cells) are excluded from statistics. In particular HO to/from these cells must be excluded, and also the ToS when such a HO is involved.
3. We prefer the random pico placement in macro sites without having to specify precise location (fixed location) for each pico cell. I assume we are looking for pico deployments to study capacity aspects rather than coverage aspects?
4. Could you elaborate why we want to reset the ToS when the UE hit the circle in the bouncing circle approach please? What happens if we do not reset the ToS in this case?
5. We think it is better to model the RLF recovery in the simulation. We propose a simplified re-establishment model, possibly with a call drop criterion such that a UE experiencing multiple, say 3, consecutive RLF (within certain time) is removed and re-dropped. If we immediately remove and re-drop the UE upon RLF, the period in which the UE is disconnected is shortened and this creates a positive bias on performance.

	Qualcomm Inc.
	Simulation Area: We are okay with 2 tiers for wrap around.
Bouncing Model: The bouncing model was useful for calibration, but for the main study we should use only the wrap around model which is more realistic. The bounding model has additional complexities such as timer resets that the rapproteur points out in item 5. 

Pico Placement: Fixed placement of pico cells is better than random placement, as fixed placement leads to lesser vairance of the results and lesser overall simulation run time. Placing the pico cells at 0.3 ISD, with one pico cell per macro cell is a good option. Placing the pico cells at the cell edge causes macro-macro handovers to get mixed with pico handovers, making interpretation of results a bit more difficult.

Clustering of pico cells: We see clustering as low priority.

Removing UE: We should have better modeling of steps following HO failure. Most likely HO failure will lead to RLF, and if the UE is removed from the simulator, then this RLF will not be observed. RLF is an important event from user experience point of view.

	Ericsson
	1) Simulation area: We are fine with the wrap-around approach, and will use this. We will not use and have no comments to the bouncing model.
2) Pico deployment: We prefer planned deployment of picos, for the same reason as Qualcomm. We prefer a distance of 0.5 ISD, as this was used in the small area simulations. Also 1 pico cell per macro cell is a good option.
3) RLF recovery: We prefer to allow some freedom among companies to explore more advanced models for RLF recovery.

	New Postcom
	1. We are fine with 2 tiers for the wrap-around approach. For the bouncing circle approach, we share a similar view with NNSN that one tier of macro sites may not be enough.
2. We are OK with fixed placement for calibration. But random placement is more aligned with the LPN placement configuration defined in 36.814, therefore may be more suitable for simulating other aspect such as pico-to-pico handover, ABS impact, etc.
3. In our opinion, the bouncing circle approach should not reset the ToS either. Some reasons have already been pointed out by NNSN, which we tended to agree. 
4. We prefer to model the RLF recovery in the simulation. The detail modeling can be further discussed.

	ZTE
	1） Regarding bouncing model and wrap around model, we prefer using bouncing model for calibration and later on wrap around model could be added for realistic simulation. We also don’t quite get why TOS should be reset when UE hit the circle for the bouncing circle approach.
2） Pico placement: we prefer fixed placement, at least for now. Here is one comment: we found out that ISD impacts HO region a lot, is it possible to evaluate performance for different ISD values?
3） Cluster of pico: we see it is not necessary to consider for calibration, but may be helpful for study later.
4）RLF recover: For calibration, we prefere not doing it since it may bring variant results. It could be left for later on.

	Alcatel-Lucent
	1. The bouncing circle approach.

Pros: the location and size of the bouncing circle could be controlled based on need. It could lead to more efficient simulations at the area of interest and save simulation time. 

Cons: The location and the size of the bouncing circle should be determined carefully. The bouncing circle could cause artificially longer or shorter time of stay. 

The bouncing circle should be carefully placed (e.g. not letting the circle to cut the area of interest such as the proximity of the pico cells). We suggest not to log the time of stay from the last HO completion to the bouncing and from the bouncing to the next HO completion. This could be achieved by reset of the ToS timer when the UE hit the circle.

When using the bouncing approach, similar to the wrap around model, the interference from two tiers of macro sites surounding to any site within the bouncing circle should be modeled. Regardless the number of UEs in simulation, we assume the cell load interference model the same as in the hotspot simulation.

2. The wrap around approach.

Pros: As if the simulation is conducted on an infinitely large area. The chance of any bias is minimal.

Cons: the simulation area should be at least two tiers macro cells. Lack the flexibility of having smaller simulation area. May lead to long simulation time.

3. We would prefer to allow companies have the flexibility to take either bouncing circle approach or wrap around approach.

4. Random place picos will take too long time to get the simulation results converged. Although the simulation results from random pico placement are the average results, in real system we may care more about the worst case performance. The fixed worst case pico placement may provide more guidance to the system design. Therefore, we would suggest to allow companies to decide whether to simulate the random pico placement later on.
5. Modeling RLF recovery 

Modeling RLF recovery will make the simulation more close to real system behavior at the expense of increased simulation complexity. If RLF recovery is modeled, we prefer to have realistic model. It deserves more discussion.



	Huawei
	We are fine with 2-tier wrap around model. We will use it for our simulations.

We are not sure how realistic the bouncing model can be to evaluate mobility performance in large area scenario. We have concerns that statistics collected through bouncing model can be skewed by the artificial circle around a subset of simulated cells.
We are fine with fixed placement of pico cells. We are fine with placing pico at 0.5 ISD for calibration (to have some level of linkage with previous hotspot calibration). For future simulations, we prefer to have more focus on capacity enhancement by placing more picos at the inner area of macro, e.g., at 0.3 ISD.

We are fine with agreeing and using cluster of pico cells in future simulations to shed more lights on pico-pico HO.

After calibration, we think RLF and re-establishment are important aspects to be modeled in the simulation. Always redroping UE when RLF occurs may invite questions on the validity of many simulation results.

	Renesas Mobile Europe
	Cell/site terminology: We agree with NNSN comment about cell/site confusion

Bouncing/wrap-around: We have no strong opinion, companies could use either approach. Both approaches require large enough simulation area, including modelling for outer tier interference (for bouncing, the interfering sites need modelling, for wrap-around, the interference comes from the wrap-around eNBs)

Pico placement: The same placement as during calibration could be used. We don’t see the benefit of applying clusters of pico cells at this stage. Random positions could be considered if more than one pico cell is used. However, for mobility purposes, simulations with several pico locations would be required if random positions are employed. We would prefer to do the initial results with fixed positions.

RLF recovery: We think RLF recovery should be used in the large scale simulations, to have more realistic behaviour for the UEs. 
ToS timer reset: We think that resetting the ToS timer would also cause artificial effects. Ensuring that the bouncing area is reasonable would make more sense. 

	Mediatek
	· Are the two simulation scenarios going to be equivalent? We prefer the wrap around model as we believe this is more realistic.

· We think that the fixed pico placement is ok to start with but would like the option of exploring random placement later.

· If the wrap around model is used then simulation assumptions pertaining to the circle method could be removed.

· We believe at least a base level of RLF should be modeled. We are not against using more advanced models for RLF but the methods used between companies would need to produce equivalent results

It will be difficult to exactly simulate the real world scenario. We feel that the simulation should be setup to maximize the number of pico handovers. So we would also like to see clusters of pico cells or at least multiple pico cells per macro cell.

	NTT DOCOMO
	Bouncing/wrap-around: We’re fine with the wrap-around approach.
Pico placement: Pico cells are deployed not only for capacity enhancement but also for cell edge enhancement. Ideally, different model should be applied for those two cases. E.g., for the cell edge enhancement case, pico cells are dropped in the area where RSRP of macro cells are low. For the capacity enhancement case, pico cells are dropped inside macro cells with minimum distance between them as defined in TR 36.814. On random or fix drop, we share the same view with Renesas. Fix drop is enough, if 1 pico is dropped. Random and uniform drop could be considered, if more than 1 pico is dropped. 
RLF recovery: RLF recovery by both RRC and NAS should be modelled. If it is agreed, U-plane interruption time could be considered as an additional performance metric. 

	Samsung
	1. We are fine with the 2 tiers for wrap around.
2. For the main study we should use only the wrap around model which is more realistic. The bounding model was good for caliberation, but if considered for large area simulations it could unnecessarly skew the time of stay.
3. We strongly prefer fixed placement of pico cells. Fixed placement leads to better variance comparisions. 
4. We prefer Pico cells placement in the inner area of the macro cells. We would prefer to have minimum number of Picos in a Macro but would also like to see placements that can cover Pico-Pico handovers. We also agree that placing the pico cells at the cell edge causes macro-macro handovers to get mixed with pico handovers, making interpretation of results a bit more difficult. Clustering of pico cells is low priority.
5. For realistic RLFcounts, we prefer to model the RLF recovery in the simulation. The detail modeling can be further discussed.


	CATT
	1) We are fine with 2 tiers for the wrap-around approach, which is more realistic.
2) We prefer fixed placement of pico cells. And the pico cells can be placed in the inner area or the boundary of macro cells, similar to HW’s opnion. For further simulation, cluster of pico cells can be considered to shed more lights on pico-pico HO.

3) We think RLF recovery should be used in the large scale simulations, to have more realistic behaviour for the UEs.

	Potevio
	1) Simulation area: We prefer wrap-around approach. Also we think one common approach should be adopted to make sure that different approaches from different companies are comparable.

2) Pico deployment: We prefer fixed deployment of picos for now. Later we can further consider random pico placement. More than one picos can be deployed in one macro.
Removing UE: It depends on whether or not we will model re-establishment.

	InterDigital
	1. We agree with Ericsson comment that references to “macro cells” should really be “macro sites” 
2. We are fine with doing the bouncing model and do not see many issues with it.  It can even consider expanding the border to account the second tier interference. If we use the wrap around model for the purpose of UE trajectory we had a few questions:
a. What are the requirements when the UE hits the border and re-enters the simulation area on the other side – are we ok with the assumption that the shadow fading model may not be correlated between the exit and entry point or do we need to reset the L1/L3 filters upon entry into new wrap-around contour? We would like to know other companies opinions on this aspect.
3. We also prefer the fixed placement of pico-cells, as random plament would take a lot of simulation time, and it will be harder to get alignment between companies.
a. We agree that cluster of picos placement might be useful to study the effects pico-pico handovers later on, but prefer to keep it simple

6. We also think it’s important to simulate realistic RLF recovery in the simulations. We need to further discuss the best way to model the recovery, for e.g. one way to re-drop the UE after RLF could be to follow the original UE speed and trajectory and drop the UE at a distance further along the trajectory in accordance to the re-establishment delay. Some further discussion of parameters is required, including the value of the re-establishment delay, etc.




Table 6 Summary of companies’ positions on macro and pico cell placement
	Companies 
	Wrap around model at least two tiers of macros
	Bouncing model with the bouncing circle placed carefully and proper neiboring interference modeling 
	Fixed pico placement
	Random pico placemennt
	Cluster of pico placement
	Modeling RLF recovery with flexibility & after calibration
	Modeling the RLF after HO failure

	ALU
	Ok later
	Y
	Y
	
	Ok later
	Y, FFS
	

	CATT
	Y
	
	Y
	
	Ok later
	Y
	

	Ericsson
	Y
	
	Y
	
	
	Y
	

	HW
	Y
	N
	Y
	
	Y
	Y
	

	InterDigital
	
	Y
	Y
	
	Ok later
	Y, FFS
	

	MTK
	Y
	N
	Y
	Ok later
	Y
	Y
	

	NPC
	Y
	
	ok
	Y
	
	Y
	

	NNSN
	Y
	N

	
	Y

	OK later

	Y (with simplified model)
	

	NTTDCM
	Y
	
	Y
	Y
	
	Y
	

	Potevio
	Y
	N
	Y
	Ok later
	
	
	

	QC
	Y
	N
	Y
	
	Low priority
	
	Y

	Renesas
	Y
	Y
	Y
	Ok later
	N
	Y
	

	RIM
	
	
	
	
	
	
	

	Samsung
	Y
	N
	Y
	
	Low priority
	Y
	

	ZTE
	Ok later
	Y
	Y
	
	Ok later
	Y
	


Based on the companies’ opinions from the email discussion, the rapporteur suggests the following proposals to RAN2:

Proposal 5: Companies are allowed to use either wrap around or bouncing circle model for intial simulations. 

Proposal 6: For wrap-around approach, the simulation area (within the contour of wrapping-around area) should include at least 2 tiers of macro sites.

Proposal 7: For the bouncing circle approach, the simulation area within the bouncing circle should include at least 1 tier of complete macro sites. Only the results from the inner tiers of the macro sites inside the circle will be logged. 
Proposal 8: For both wrap around model and bouncing model, a UE at any cell in the simulation area should experience the interference from two tiers of macro cells.
Proposal 9: Fixed pattern of the pico placement is adopted first for initial simulations. The random pico placement could be chosen by companies later on.  

Proposal 10: RLF recovery should be modeled in large area simulation after the calibration. Companies should have the flexibility to choose a realistic RLF recovery model.
UE Placement and Trajectories
1. It is generally understand for calibration and initial simulations, a UE is randomly placed in the simulation area initially. It is assumed that UEs are uniformly distributed over the simulation area within the bouncing circle or wrapping around border.
2. UEs could also be placed non-uniformly with hot spots
. 
3. After initially drop at a random or hotpot location, 
a. Option 1, the UE will randomly select a direction and move in straight line at a constant speed till hitting the simulation border.

b. Option 2, when the UE starts move, it will periodically change its moving direction and move at a constant speed till hitting the simulation border

It was indicated most companies prefer the option a).

4. For the bouncing circle model, when the UE hit the simulation border (the bouncing circle), it will bounce back with a random angle.

5. For the wrap around model, when the UE hit the simulation border (the wrap-around contour), it will be wrapped around and entering the simulation area from a different point on the wrap-around contour.

Table 7 Comments on UE placement and trajectories from different companies

	Company name
	Comment

	Nokia/Nokia Siemens
	For UE placement, UEs must be divided in to groups, some assigned to hotspots, some free moving. Following 36.814, we suggest 1/3 free users, 2/3 users in hotspots, with equal number of users in each hotspot for simplicity. E.g. for 2 pico per macro, and, say, 30 users per macro cell, we would have 10 free UE, and 10 UE in each hotspot.

We assume pico coverage of hotspots, which means one hotspot collocated with each pico.


	Qualcomm Inc.
	Non-Unifoform Placement: When mobility is included, then non-uniform placement becomes difficult because UEs will randomize slowly due to motion. The UE direction etc needs to be very carefully controlled to maintain the non-uniform distribution throughout the simulation. So we prefer uniform UE placement.

Motion Direction: We prefer option a, and agree with rapporteur’s way forward. Option 2 adds complexity and needs further modeling assumptions, and also causes problems with modeling of time-of-stay etc.

	Ericsson
	1) UE deployment: We prefer to use uniformly random placed UE over the simulation area, as this will keep the load fairly constant in the cells over the simulation time. UEs move in a straight direction which is unchanged during the simulation. We agree to the statement on wrap-around.

	
	1) 
2) 


	ZTE
	UE placement: Uniform distribution is preferred.
Motion direction: we prefere option a.

	Alcatel-Lucent
	The uniform UE placement is ok for us at this stage.

Non-uniform UE placement can be further discussion if most companies feel necessary.

	Huawei
	We are fine with both uniformly and non-uniformly dropping of UE. We see the benefit of non-uniformly dropping of more UE in picos to shed focused lights on small cell related issues. We think UE within small cells can be assigned with low speed, which reflects the reality and helps maintain the density of UE around the small cells.

Within a simulation run, UE should move in a straight line with a direction randomly chosen when it is dropped. We think wrap around model already handles this aspect well.

	Renesas Mobile Europe
	As we see it, there are altogether four issues to be considered:

1. UE initial location (“UE dropping criterion”)

2. UE mobility model (“UE movement”)

3. Amount of UEs (“Cell load”)

4. UE lifetime during the simulation

For initial location: we would prefer to evaluate both Conf.1 (uniform) and Conf.4 (hotspot) as per 36.814: Whenever a UE is created in the simulation, its initial position is randomly determined as per the 36.814 rules.

For UE mobility model: we are fine with either option and will go with majority vote.

For cell load: Since the assumption here is full load/full buffer, and only mobility is really considered, we think it could be left up to the individual companies.

About UE lifetime: If we assume full buffer UEs, the UE lifetime would typically be modelled as lasting for the entire duration of the simulation. This will create a (roughly) fixed amount of statistics from each simulation drop.



	Mediatek
	We are in favour of using the straight line model for simplicity. It will be difficult to realistically model true behaviour so we should select a scheme that is simple but maximises the number of handovers.

	NTT DOCOMO
	UE placement: We’re fine with uniform distribution. Non-uniform distribution would be more realistic for capacity enhancement case, as pico cells are deployed in the traffic congested area. However, we’re not sure if it will affect the resulting mobility performance significantly. 
Mobility model: We’re fine with option a

	Samsung
	We prefer uniform UE placement and for motion direction we prefer option a.

	CATT
	We are fine with uniform UE placement in large area simulation, and for UE moving we prefer option a.

	Potevio
	1)
UE placement: We are fine with both uniform and non-uniform distribution.
2) Mobility model: We prefer option a, which is similar with that in hot-spot simulation.

	InterDigital
	1. We also prefer uniform placement of UEs.
2. We also prefer Option 1 for modeling UE movement.



	New Postcom
	3) We are fine with uniform UE placement in large area simulation. The evaluations for hotspot users are calibrated in the phase one simulation calibration (i.e. hotspot calibration).
4) We also prefer Option 1 for modeling UE moving.



Table 8 Summary of companies’ positions on UE placement and trajectories
	Companies 
	Uniform UE random placement
	Non-uniform UE placement
	Initial random direction, then move straight
	Periodically change direction
	Cell load: Full load, full buffer
	
	

	ALU
	Y
	
	Y
	
	Y
	
	

	CATT
	Y
	
	Y
	
	
	
	

	Ericsson
	Y
	
	Y
	
	
	
	

	HW
	Y
	Y
	Y
	
	
	
	

	InterDigital
	Y
	
	Y
	
	
	
	

	MTK
	
	
	Y
	
	
	
	

	NPC
	Y
	
	Y
	
	
	
	

	NNSN
	
	Y
	Y

	
	
	
	

	NTTDCM
	Y
	
	Y
	
	
	
	

	Potevio
	Y
	Y
	Y
	
	
	
	

	QC
	Y
	N
	Y
	
	
	
	

	Renesas
	Y
	Y
	Y
	Y
	Y
	
	

	RIM
	
	
	
	
	
	
	

	Samsung
	Y
	
	Y
	
	
	
	

	ZTE
	Y
	
	Y
	
	
	
	


Based on the majority opinions during the email discussion, the rapporteur suggests the following proposals to RAN2:
Proposal 11: When a simulation is started, a UE is randomly placed in the simulation area initially. It is assumed that UEs are uniformly distributed over the simulation area. Non-uniform placement maybe consider later on (FFS).

Proposal 12: After initially dropped at a random location, the UE will randomly select a direction and move in straight line at a constant speed till hitting the simulation border.
Considerations for the calibration of large area simulation
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Figure 1macro and pico cell placement in the wrap around model for calibration. 
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Figure 2macro and pico cell placement in the bouncing circle model for calibration.
1. It is common understanding at lease one typical pico cell placement pattern is used for calibration of large area simulation. As shown in Figure 1 for the wrap around model, a simple macro and pico cell placement is suggested for calibration/common approach. 2 tiers of 19 macros with picos placed at the middle of macro/macro cell borders
. The macro cell ISD is 500 m. 
2. For the bouncing circle approach, to save the simulation time, we prefer to have the simulation circle size of 1.8 ISD.. In order to ensure the difference between the bouncing and wrap around model is minimal, we only log the statistic of first tier macro coverage. One possibility is only place the picos at the border of the first tier macros as shown in the Figure 2, then the only thing need to do is not to log the time-of-stay when a bounce occurs. 
3. We may also look into the tradeoff between the reducing number of picos and the long run-time due to less number of picos which could lead to less chance of hitting the picos and triggering HOs. As is shown in Figure 1, each macro site is associated with 6 picos. Each of the pico is placed at the center point on the border between two macro eNB at 0.5 ISD. It is simply the duplication of the pico cell location for the hotspot calibration. This pico placemenet leads to 3 picos per macro eNB coverage. It duplicates the pico placement for the hotspot calibration over the entire simulation area. The change on top of hotspot calibration is the smallest. It will be easier for data comparison. Should we use this placement pattern for calibration?
4. The simulation time is a major limiting factor. The random placement will not be used for calibration
?
5. We had five config parameter sets for Hotspot calibration. We could have less number of configuration sets for the calibration of the large area simulation. Only use the “good” sets identified by the hotspot simuations. Consider using set 4 from the calibration configurations?

6. Only test the high speed cases (30 and 60km/h)?
7. It is generally understand for calibration, a UE is randomly placed in the simulation area initially.

Table 9 Comments on calibration/comparison of large area simulations                                                                                                                       
	Company name
	Comment

	Nokia/Nokia Siemens
	1. We were wondering why we need another calibration as part of large area simulation? We are already now working on the calibration phase to calibrate amongst companies simulators (part of [75#36]). So for large area simulation we must have a common approach instead of having a bouncing circule simulation area and a wrap-around simulation area. Having a common approach avoids having to find other common assumptions or reference configuration for comparison purposes (which I suppose is what is called as “calibration” in the large area simulation?). In any case, the simulation area for bouncing circule approach is too small and is not appropriate to compare with the wrap-around simulation.
2. For a common approach our proposal would be, as the basic scenario select the one with random pico locations, as described on 36.814. Clarify precisely what clauses of the 36.814 document are applied and what parameters to use, in case where there are any ambiguities e.g. precisely what propagation mode/model is used. Allow 7 macro sites (21 macro cells), or 19 macro sites (57 macro cells). Wrap-around or bouncing on the edges of the outer macro cells. In case of bouncing exclude the outer cells that have skew interference (only from one side), which leaves 3 or 21 cells for which statistics are collected. HO from an inner (included) cell to an outer (excluded) cell may be included in log, since it happens on the “inside” at some distance from the border.
3. We disagree with the statement random placement cannot be used for calibraton and that simulation time is a limiting factor. This basically states that the 36.814 hetnet scenario is unfeasible in terms of simulation, which is clearly not true. Simulation time is a secondary issue, as long as it is feasible. Random placement is certainly feasible.
4. We must not exclude low speed case, e.g. 3 km/h, since ping-pong is very high for this case and need to be studied also. Special conditions (and problems) are experienced at low (3 km/h) and high (120 km/h), so these should be included. 30 and 60 km/h will show rather similar results. We may deduce wrong trends, or that some settings work just fine, where it then fails at 3 km/h or 120 km/h speeds.
5. We are in general fine with reducing the number of parameter sets.

	Qualcomm Inc.
	Parameter Sets: Reducing the parameter sets is a good idea. We are not sure at this point if only set 4 can be used, or maybe one other set should be added. Can decide this after first calibration phase is complete.

UE Speed: Reducing the number of speeds is a good idea. 30kmph should be a priority case. In addition, 3kmph can be considered for pedestrian case. 60kmph does not add much value in our view, as it is an unlikely speed in areas where picos are deployed (e.g. malls).

	Ericsson
	1) Pico deployment: We prefer to have one pico per macro cell, placed at 0.5 ISD. ISD equal to 500 m is fine.
2) Parameter sets: The number of sets must be reduced. We think set 3 or 4 are suitable candidates. Set 4 seems to target higher speeds than set 3.
3) UE speed: 30 km/h should be the first option, then 3 km/h. Testing for 60 km/h does not add that much value.

	New Postcom
	1) We are fine with the suggested deployment, i.e. one Pico placed at 0.5 ISD per macro cell, where ISD is equal to 500m.
2) It is good to limit the number of parameter sets. But set 4 may be not the suitable choice due to the high Ping-Pong rate, especially if 3kmph is used. We think set 2 or set 3 is a better choice. 
3) 30 kmph should be the high priority case. The second priority case can be 3kmph. 

	ZTE
	We are fine with rappateour’s suggestion on Pico placement.
On reducing parameter sets, we think 30km/h should be the highest priority.


	Alcatel-Lucent
	1. It appears to us, random place picos will take too long time to get the simulation results converged. It will increase the variance among the simulation results from different companies. Although it is a feasible case, it is not suitable for calibration. 

2. Re. NNSN comment #2, if we use the the edge of the outer macro cell as bouncing border, what to do if the picos are placed at the edges of the macro cells as the placement pattern?

3. Regarding to NNSN comment on the pico placement pattern in Figure 1, each macro cell associated with one pico. Picos are placed at the middle of the border of every macro sites. In average, it is one pico per macro cell.

4. For parameter sets, it should be ok with set 3 or set 4 but we need to select only one configuration set. 

5. For UE speed, we prefer 60 km/h but 30 km/h is also fine with us. 

6. For common reference/calibration, the worst case fixed pico placement would be a good candidate. The merits of the placement shown in Figure 1 are: 

a) the picos is placed at the bore sight of the macro cell which is one of the worst cases. 

b) Placing pico at the macro/macro border covers the most HO situations which is good for debugging. 

c) It is the expansion of the pico placement in hotspot calibration. It will be easier to reuse the work done and using the hotspot results as the reference for debugging.
Regarding to bouncing model, we are fine to enlarge the circle to cover the second tier. The radius of the circle could be 1.8 ISD. For calibration (common approach) to only log the statistic of first tier macro coverage, one possibility is only place the picos at the border of the first tier macros, then the only thing need to do is not to log the time-of-stay when a bounce occurs. By doing this, there difference between the wrap around and bouning model would be minimal. 


	Huawei
	We are not sure how well calibration would go between wrap around model and bouncing model, by looking at the very limited simulation area within the artificial circle of the bouncing model.

For calibration purpose, we are fine with what proposed in item 2 for pico placement. For future simulations, we prefer to have more focus on capacity enhancement by placing more picos at the inner area of macro, e.g., at 0.3 ISD.

We support to reduce the parameter sets in calibration. Either set 3 or 4 is fine with us.

We are fine to use 30 km/h in calibration. We agree that 3 km/h and 30 km/h occur more when UE are connected with pico cells. We think 60 km/h is useful for future studies of small cell discovery, mobility state estimation, and short stay of time.

	Renesas Mobile Europe
	Scenario: The bouncing border is quite close to some pico cells: One solution enlargen the area to cover the entire 2nd tier, and then only collect statistics for the center tier pico cells (i.e. 6 pico cells on the border of the innermost hexagon). This would remove some possible anomalies with the border effects of the bouncing, and would be better compatible with the wrap-around model.

Simulation time: We would also prefer removing comment 3: It is a known fact that 
simulations take some time. We can mention that the reason for adopting certain modelling options is taken to reduce the simulation time.

Parameter Sets: We are fine to reduce the amount of sets, but it wouldn’t make sense to have just one (mandatory) set. At least two sets should be considered, otherwise the simulations may consider issues stemming from the intial selection of mobility parameters, which would then be optimized away in real networks. 

UE speed: We also agree 60 km/h does not add much value to the simulations. The initial results indicate that the performance changes in a reasonably obvious manner. 



	Mediatek
	· We feel that the 60km/h case does not add much to the results and could be removed.

We are happy to simulate all of the parameter sets and have found this useful in comparing company’s results.

	NTT DOCOMO
	Parameter sets: We agree to reduce the parameter sets. Set 2 could be used for evaluation phase, as it is the closest value agreed for CA mobility and measurement in RAN4 (R4-102730). 
UE speed: As commented in the last meeting, most of UEs move at the pedestrian speed in the typical Hetnet deployment, e.g., large popular meeting places, major station platforms and large shopping malls. Hence, 3km/h should be evaluated as 1st priority. There are also vehicles running in the Hetnet deployed area. However, the average speed is low in such congested areas. Up to 30km/h can be considered as a realistic speed. Hence, 30km/h should be evaluated as 2nd priority.

	Samsung
	1. We would like to see pico to pico handovers, such pico placements should be defined.
2. Reduced parameter set is logical, from the caliberation results we have seen results for sets 2, 3 and 4 being almost similar, 1 and 5 are different, so may be we can group based on this information.

3. We prefer to keep the UE speed class the same

Also we would like to have a common understanding on the simulation run duration (time or in terms of the number of TTIs) and the number of UEs involved as this can bring about skews in the distributions. We prefer to specify the numbers.

We would prefer to also peg a value for Serving cell hysteresis for better alignment.

	CATT
	1) For calibration, we are fine for pico cells placed at 0.5 ISD, and ISD equal to 500 m is fine. For future simulations, we prefer to have more focus on capacity enhancement by placing more picos at the inner area of macro, e.g., at 0.3 ISD.

2) We support to reduce the parameter sets in calibration. Either set 3 or 4 is fine with us.

3)For UE speed, we think 30km/h should be the highest priority.

	Potevio
	1) Considering that the main role of pico is improving capacity, we think placing picos at 0.3ISD should also be simulated,

2) With respect to mobiloity, we are fine with option a.

	InterDigital
	1. Pico-placement: We are fine with the suggested fixed placement of picos.

2. We agree that reducing the parameter sets is a good idea. However, we are not sure at this point if only set 4 can be used or if it’s the right set to focus on. We would prefer to wait for the calibration results to decide this.
3. We agree with NTT DoCoMo that 3km/hr and 30km/hr should be studied as the more realistic cases for hetnet deployments 
We agree that in calibration, UE can be randomly placed in the simulation area initially. 


Table 10 Summary of companies’ positions on calibration/comparison for large area simulation
	Companies 
	Fixed pico placement at boresight 0.5 ISD
	Random pico placement
	Reduce the Config sets : 
	UE speed: 30 km/h
	UE speed: 60 km/h
	UE speed: 3 km/h
	Cluster placement
	

	ALU
	Y
	
	Y, (set)3 or 4
	ok
	Y
	N
	
	

	CATT
	Y
	
	Y, 3 or 4
	Y
	
	
	
	

	Ericsson
	Y
	
	Y, 3 or 4
	Y
	N
	ok
	
	

	HW
	ok
	
	Y, 3 or 4
	Y
	ok
	
	
	

	InterDigital
	Y
	
	Y, sets TDB
	Y
	
	Y
	
	

	MTK
	
	
	Y, Any sets
	Ok?
	N
	Ok?
	
	

	NPC
	Y
	
	Y, 2 or 3
	Y
	
	ok
	
	

	NNSN
	
	Y

	Y
	Y
	N

	Y
	
	

	NTTDCM
	
	
	Y, 2
	ok
	
	Y
	
	

	Potevio
	Ok, also 0.3 ISD
	
	
	
	
	
	
	

	QC
	
	
	Y
	Y
	N
	ok
	
	

	Renesas
	Y
	
	Two sets
	Ok?
	N
	Ok?
	
	

	RIM
	
	
	
	
	
	
	
	

	Samsung
	
	
	Two sets
	Y
	
	
	Y
	

	ZTE
	Y
	
	Y
	Y
	
	
	
	


Based on the majority opinions during the email discussion, the rapporteur suggests the following proposals to RAN2:
Proposal 13: For the calibration of large area HetNet mobility simulation, a fixed pico placement pattern is adopted: as is shown in Figure 1 and Figure 2, each macro site is associated with 6 picos. Each of the pico is placed at the center point on the border between two macro eNB at 0.5 ISD.
Proposal 14: The macro and pico placement shown in Figure 1 is adopted for calibration with the wrap around model.
Proposal 15: The macor and pico placement shown in Figure 2 is adopted for calibration with the bouncing model. 
Proposal 16: The set 3 of the configuration parameters used in hotspot calibration is adopted for large area simulation calibration. 
Proposal 17: A UE speed of 30 km/h is adopted for calibration of large area HetNet mobility simulation.
Additional aspects to be included (not for calibration) 

There are several sub-items under the HetNet mobility enhancement SI. The large area HetNet simulation may include the additional assumptions to support the SI.

Impact of the ABS to the mobility performance

1. Only investigate the impact/benefit of the ABS to mobility performance?
2. Only need to simulate the on-off of one ABS pattern?

Suggest companies to provide the basic simulation assumptions/configurations.

Table 11 Comments on ABS modeling from different companies

	Company name
	Comment

	Qualcomm Inc.
	Some cell individual offset (CIO) modeling should be included in the simulator, to allow for expanding the coverage of the pico cell. For other details such as RLF and measurement modeling under ABS, we should continue discussion, and Qualcomm hopes to provide a proposal soon.

	Ericsson
	We agree with Qualcomm’s conclusion on CIO, which has to be taken into account if we do ABS.

	New Postcom
	CRE is an important factor when evaluating the handover performance in HetNet. The detail modeling can be further discussed, but we think that a single CIO for all the Pico cells would be enough.

	ZTE
	We may consider it later.

	Huawei
	Range expansion (e.g., through CIO) and associated ABS should be modeled as Rel 10 baseline before new features are introduced to avoid any duplication or conflicts.

We can start with a fixed ABS pattern. We don’t see the need of dynamic ABS pattern at the moment, as traffic load/throughput is not sufficiently modeled in the simulation yet.

	Nokia/Nokia Siemens
	We think cell individual offset could be modeled and studied with ABS but in later phases. Particularly, it would be beneficial to study how outbound pico mobility works for range-extended UEs doing measurements only at ABS. One ABS pattern would be enough for these studies.

	Renesas Mobile Europe
	Simulating effects of ABS: We assume this is relevant to simulating the Rel’10 baseline, which includes the eICIC functionality.

· If ABS/eICIC are to be simulated, CIO would be needed to enable CRE.

· We agree that the focus should be on mobility performance with eICIC.
We think the ABS could be considered for later simulations. 
On-Off for ABS pattern: We don’t quite understand the question: Is the intention to say only a single ABS pattern would be simulated, e.g. 2/8 ABS pattern? 

Regarding eICIC: If eICIC is simulated, at least the following should be considered:

· When are the serving cell RLM/RRM measurement restrictions enabled, and for which UEs?

· When are the neighbour cell RRM measurement restrictions enabled, and for which UEs?
· Are the CSI measurment restriction sets used, and for which UEs?

	NTT DOCOMO
	How CRE together with time domain ICIC will affect the mobility performance needs to be evaluated. It should be done after the initial evaluation by the large area simulation.

	Samsung
	We will have to consider ABS. We would prefer to have separate results with and with out ABS support.

	Alcatel-Lucent
	We agree to include the ABS in the simulation. We should evaluate the HO performance with or without ABS. 
Regarding to Renesas questions: 
Yes. We meant that only a single ABS pattern would be enough for evaluate the mobility performance with ABS.
we agree to have RLM/RRM measurement restrictions enabled on the serving and neighboring but not for the CSI.

	CATT
	We agree to consider ABS, and starting with a fixed ABS pattern is preferred. And we prefer to have separate results with and with out ABS support.

	Potevio
	We also agree to consider CRE and ABS in the simulation. At first stage, we can simulate single pattern.

	Interdigital
	We think this would introduce additional complexity and would prefer to study this later, if required.


Table 12 Summary of companies’ positions on ABS
	Companies 
	Include ABS in simulation
	ABS associated with CRE
	A fixed ABS patter
	Evaluate mobility performance with/without ABS
	
	

	ALU
	Y
	
	Y
	Y
	
	

	CATT
	Y
	
	Y
	Y
	
	

	Ericsson
	
	
	
	
	
	

	HW
	Y
	Y
	Y
	
	
	

	InterDigital
	Ok later
	
	
	
	
	

	MTK
	
	
	
	
	
	

	NPC
	Y
	Y(single CIO)
	
	
	
	

	NNSN
	
	Y (later)
	Y
	
	
	

	NTTDCM
	
	Y (later)
	
	
	
	

	Potevio
	Y
	Y
	Y
	
	
	

	QC
	Y
	Y
	
	
	
	

	Renesas
	Y
	Y
	
	Y
	
	

	RIM
	
	
	
	
	
	

	Samsung
	Y
	
	
	Y
	
	

	ZTE
	Consider later
	
	
	
	
	


Based on the majority opinions during the email discussion, the rapporteur suggests the following proposals to RAN2:
Proposal 18: Include ABS into the simulation with a fixed ABS pattern used initially.
DRX modelling

1. Adopt the basic assumptions and configurations of the DRX? 
Suggest companies to provide simulation assumptions. Then we will agree on the basic settings.

Table 13 Comments on DRX modeling from different companies

	Company name
	Comment

	Qualcomm Inc.
	DRX has the following problems (a) delayed cell identification / measurements, (b) more noisy measurements due to fewer samples subjected to filtering at L3, and (c) increased cell identification delay. 

We hope to progress on details in this email discussion.

	Ericsson
	We agree with Qualcomm on the problems DRX gives. It seems to us that ABS brings similar problems. Do we really need to model both then?

	New Postcom
	We agree with Qualcomm on the analysis of DRX aspect. 

	ZTE
	We may consider it later.

	Huawei
	We support to progress on DRX modeling discussions. We agree with Ericsson that DRX and ABS bring many issues of similar kind to mobility related aspects. We think that modeling of ABS should be prioritized.

	Nokia/Nokia Siemens
	Is the question 1 under 2.6.2 asking whether or not we should model DRX in large area simulation or suggesting that we adopt a “Basic” assumptions and configurations available elsewhere? We think it is obsolutely important to model DRX in this study especially since the study item objectives include study of UE power savings aspects. Also from the recent RAN prioritization exercise it is very clear that work addressing UE power savings aspects is of high importance. DRX aspects are also important for EDDA work which also has high priority in Rel-11. So we think DRX modeling must be included and is also relatively higher priority than ABS since we think that one must ensure the basic pre Rel-10 features are working fine in HetNet environment first before looking in to Rel-10 features like ABS.

	Renesas Mobile Europe
	The baseline behaviour could be first studied without DRX, to avoid too many complications at this stage.

	Mediatek
	We agree that there maybe issues with the DRX modeling but believe these are important to model.

If a traffic model was required we could borrow the traffic models from the DDA work item.

	NTT DOCOMO
	We agree with Renesas that this is not the 1st priority issue. The objective of EDDA is different from this SI and should be considered separately. 

	Samsung
	We can consider this later

	Alcatel-Lucent
	We agree on that DRX should be evalutated in this simulation. For the simulation modeling we would expect companies could have agreement on basic assumptions on DRX.

	CATT
	We agree with Reneasas that the baseline behaviour could be first studied without DRX.

	Potevio
	As depicted in the SI objective, DRX will not only curse measurement but also delay HO command delivering. We would better evaluate the impact of DRX in the simulation.

	InterDigital
	We can consider this later.


Table 14 Summary of companies’ positions on modelling DRX
	Companies 
	Include DRX in simulation
	Priority: DRX relatively higher than ABS
	
	
	
	

	ALU
	Y
	Y
	
	
	
	

	CATT
	N
	
	
	
	
	

	Ericsson
	
	
	
	
	
	

	HW
	Y
	N
	
	
	
	

	InterDigital
	N, later
	
	
	
	
	

	MTK
	Y
	
	
	
	
	

	NPC
	Y
	
	
	
	
	

	NNSN
	Y
	Y
	
	
	
	

	NTTDCM
	
	N
	
	
	
	

	Potevio
	Y
	
	
	
	
	

	QC
	Y
	
	
	
	
	

	Renesas
	N
	N
	
	
	
	

	RIM
	
	
	
	
	
	

	Samsung
	N, (consider later)
	
	
	
	
	

	ZTE
	N, (Consider later)
	
	
	
	
	


Based on the majority opinions during the email discussion, the rapporteur suggests the following proposals to RAN2:
Proposal 19: Include DRX into the simulation with a set of basic configuration parameters used initially.

Modelling the RLFs (especially caused by HO failures)
1. Should we log the RLFs caused by the HO failures separately from the conventioinal RLFs?

2. In state 2, when PDCCH failure is detected, if T310 is not expired and has time longer than TTT, should we allow the PDCCH test again?
We will not do this at the moment. Later on company could do the more detailed model.
3. If the reset or expiration of T310 is due to the PDCCH test failure during HO process, we count the RLF as caused by HO failure? (should we include the RLF occurred in state 2?)
4. When a RLF occurs, consider the multiple targets for RLF recovery.
Leave to companies to do the furher investigation following the standards specification.

Table 15 Comments on RLF from different companies

	Company name
	Comment

	Qualcomm Inc.
	1. Logging RLFs due to HO failures:  Separate logging is desirable

2. PDCCH test: Doing the test again is good.

3. T310 Reset: We should look at this in conjunction with the need to continue the simulation beyond a HO failure, and not remove the UE from the simulator. 

4. Multiple Targets: We will ned to model prepared vs unprepared cells, which depends on the MRMs sent by the UE. A simple model for MRM success should be used, and multiple targets should be considered.

	Ericsson
	As explained earlier, we think companies should be allowed to use more advanced modeling. 

	New Postcom
	According to the current modeling, if PDCCH failure is detected, the retest of PDCCH will probably fail. Thus we don’t think performing a retest is important when evaluating the HOF. 


	ZTE
	We may consider it later.

	Alcatel-Lucent
	We don’t see a need to test PDCCH again with the measurement based modeling. But we would like to hear more comments from other companies.  

Modeling RLF recovery will make the simulation more close to real system behavior at the expense of increased simulation complexity. If RLF recovery is modeled, we prefer to have realistic model. It deserves more discussion.



	Huawei
	We think RLF and re-establishment are important aspects to be modeled in the simulation. Always redroping UE when RLF occurs would invite questions on the validity of many simulation results.

RLF related to untimely or poor HO decision should be logged separately. The existence of good candidate cells when RLF occurs can be used as indication of ineffective HO process.

	Nokia/Nokia Siemens
	We too think RLF and re-establishment are important. We agree with Ericsson that companies should be allowed to use more advanced modeling.

	Renesas Mobile Europe
	RLF logging: Yes: This enables more accurate analysis of the results

Improved PDCCH failure model: Yes: We think it would be beneficial to have more detailed modelling for the transmission/reception of RRC measurement report and HO command.

Re-establishment process model: We think it should be allowed to have the real RLF recovery process, i.e. UE reselecting to a suitable cell
Cell preparation after RLF: The simplest modelling would be to assume all cells for which A3 has been sent are prepared. At the moment, the simulation assumptions assume that any A3 measurement report triggers a handover, so in most cases only one cell would be prepared.

	Mediatek
	- We feel that the procedures should reflect those in the specification. While we see that the simulation assumptions selected for calibration using the Hotspot scenario, was expedient we believe more realistic simulation assumptions should be selected when evaluating if there is a problem with HetNet mobility and possible solutions.

 - It is our understanding that the RLF is already logged in the handover states. Maybe this section needs some clarification.

We are not against using more complex models as long as companies results are equivalent – i.e the failure events are counted in a similar way.

	NTT DOCOMO
	Same comment as in 2.1 and 2.3.

	Samsung
	We prefer Modeling RLF recovery and as expressedby other companies this will need further discussions.

We would also prefer to retest PDCCH failure when evaluating handover failures.


	CATT
	We think RLF and re-establishment are important aspects to be modeled in the simulation.

	Potevio
	We are fine to model RLF recovery.

	InterDigital
	1. Logging RLFs due to HO failures is desirable
2. We think it makes sense to test PDCCH again, but it is not clear for how long we should continue PDCCH test, for e.g. should the link be considered recovered when the PDCCH test passes the first time after it failed? This is perhaps not the intention, so further details need to be discussed.
4. Multiple Targets: In general, we agree with modeling of multiple targets, but modelling prepared vs. unprepared cells (meaning different search/establishment delays) could become complicated. We prefer to have a single re-establishment delay parameter specified, which could either reflect a prepared or an unprepared cell.


Table 16 Summary of companies’ positions on modelling RLF and RLF recovery
	Companies 
	Separate RLF logging (due to HO failure or not)
	Allow more than one PDCCH test 
	Do not reset T310 when PDCCH/HO failure is detected in state 2
	RLF recovery allowing multiple target
	
	

	ALU
	Y
	N
	
	Allow flexibility
	
	

	CATT
	
	
	
	Y
	
	

	Ericsson
	
	
	
	Allow flexibility
	
	

	HW
	Y
	N
	
	Y
	
	

	InterDigital
	Y
	Y, FFS
	
	Y, FFS
	
	

	MTK
	
	
	
	
	
	

	NPC
	
	N
	
	
	
	

	NNSN
	Y
	Y
	
	Allow flexibility
	
	

	NTTDCM
	
	
	
	Y, 
	
	

	Potevio
	
	
	
	Y
	
	

	QC
	Y
	Y
	Y
	Y
	
	

	Renesas
	Y
	Y
	
	Y
	
	

	RIM
	
	
	
	
	
	

	Samsung
	
	Y
	
	Y
	
	

	ZTE
	
	
	
	Consider later
	
	


Based on the majority opinions during the email discussion, the rapporteur suggests the following proposals to RAN2:
Proposal 20: In large scale simulation, the RLFs caused by the HO failures should be logged separately from the conventioinal RLFs. If the reset or expiration of T310 is due to the PDCCH test failure, the RLF is counted as caused by HO failure.
Proposal 21: RLF should be eventually modelled into the simulation. Companies should be allowed to use more advanced modeling.
Proportional fair scheduler to generate throughput statistics
Mobility optimization based on the throughput maximization with the ABS enabled?

Do we need to simulate the scheduler operation? 
Eventially we may look into this but not at this moment.
Table 17 Comments on simulation of scheduler operation from different companies

	Company name
	Comment

	Qualcomm Inc.
	Proportional fair scheduler is good in principle, but a simpler first step is to look at the SINR distribution … anyway the throughput with proportional fair scheduler can be derived from the SINR distribution. After this first step, proportional fair scheduler can be considered if there is need.

	Ericsson
	Discussing scheduler often leads to discussing application models. We would like to keep it simple in this aspect, at least for now.

	New Postcom
	We prefer not to introduce the scheduling in this simulation platform. For simulating the cell loading for mobility optimization, some simple assumptions can be used instead of performing PF scheduling. 

	ZTE
	As agreed in Athens, full buffer would be applied in simulation, and then it could be simplied as scheduler is not required.

	Alcatel-Lucent
	We would like to keep the simulations simple and not consider the scheduler at least for now.

	Huawei
	Throughput statistics are important metrics in real time network planning, which has to integrate all parameters and schemes considered in this simulation. Without throughput metrics, it is hard to have convincing story of some parameter adjustment (e.g., changing cell individual offsets leading to better performance). To collect throughput data, a scheduler needs to be modeled, and propotional fair scheduler is widely used in all kinds of RAN1/4 simulation efforts.

We support to consider propotional fair scheduler after calibration.

	Nokia/Nokia Siemens
	We can consider simuating scheduler operation in later phases and when we do we prefer to keep PF scheduler as the default scheduler.

	Renesas Mobile Europe
	If we want throughput results, a traffic model and a scheduler needs to be agreed. 

Even for full buffer traffic, some simple scheduler needs to be agreed (e.g. simple PF scheduler). All this could lead into lengthy discussion, so we would prefer to keep the study concentrated on the mobility aspects at this stage. 

The throughput aspects could be considered later if seen necessary and mobility problems are found. 

	Mediatek
	We feel this work item is to study the mobility behaviour and believe that the modeling the U-plane is not necessary to study this behaviour.

	NTT DOCOMO
	We agree with Mediatek. In addition, we’re not sure what kind of throughput evaluation is made. Cell/user throughput in Hetnet deployments has already been evaluated by RAN1. Is it user throughput history during HO?

	Samsung
	Not necessary – keep it simple

	CATT
	We would like to keep the simulations simple and not consider the scheduler.

	Potevio
	For now we can only focus on the performance of communication continuity during HO. Later we can consider throughput statistics and scheduler model.

	InterDigital
	We would prefer to consider this later, if required


Table 18 Summary of companies’ positions on simulation of scheduler operation
	Companies 
	Modelling the scheduler operations
	
	
	
	
	

	ALU
	N
	
	
	
	
	

	CATT
	N
	
	
	
	
	

	Ericsson
	N
	
	
	
	
	

	HW
	Y
	
	
	
	
	

	InterDigital
	N
	
	
	
	
	

	MTK
	N
	
	
	
	
	

	NPC
	N
	
	
	
	
	

	NNSN
	N
	
	
	
	
	

	NTTDCM
	N
	
	
	
	
	

	Potevio
	N, Maybe considered later
	
	
	
	
	

	QC
	N
	
	
	
	
	

	Renesas
	N
	
	
	
	
	

	RIM
	
	
	
	
	
	

	Samsung
	N
	
	
	
	
	

	ZTE
	N
	
	
	
	
	


Small cell identification delay
Model the delay caused by pico cell identification?

Is 800ms delay requirement is a reasonable assumption?

Similar to the HO preparation delay and execution time, is it possible that a reasonable pico cell identificaiton time could be assumed/suggested by the UE vendors and adopted in the simulation model?

What would be the trigger of the timer for small cell identification delay? 
Table 19 Comments on small cell identification delay from different companies

	Company name
	Comment

	InterDigital
	We agree that there might be some value to model cell identification delay, but it will introduce additional complexity and would prefer to study it a later stage, if required.
Regarding the trigger for the timer for small cell identification delay, in general, the timer could be triggered once the cell is considered detectable as specified in 36.133 Section 8.1.2.2 and Appendix B.2.1. However, there are some additional questions that need to be clarified, for e.g., when the UE is randomly dropped into the system, what should be the status of the cell identification timer for nearby cells? 

	Nokia/Nokia Siemens
	I am wondering how exactly is the cell identification delay modeled and what is the purpose of the timer? Our view is that this is an issue for RAN4 to look at, as was done in the past, and any recommendation for delay requirement is better reviewed and provided by RAN4. Whether 800 ms or some other value is better is left best for RAN4 to decide especially if we are following any recommendation from 36.133. However, we also agree with Interdigital that this can be considered in a later phase.

	
	

	
	

	
	


3. Conclusions 
During the email discussion, several important issues for large area simulation have been discussed. Based on the majority opinions of the feedbacks from the participating companies, the rapporteur summarizes the following proposals to RAN2:
Proposal 1 : The performance evaluation metrics used for hot spot simulation are adopted also for large area system simulation
Proposal 2 Adopt the following additional metrics for large area HetNet mobility simulation:

1. The number of macro to pico (macro-pico) HO failures per UE per second. 

2. The number of pico to macro (pico-macro) HO failures per UE per second. 

3. The number of macro to macro (macro-macro) HO failures per UE per second. 

4. The number of pico to pico (pico-pico) HO failures per UE per second.

5. The total number of HO failures per UE per second.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                 

6. The number of successful macro-pico HOs per UE per second.

7. The number of successful pico-macro HOs per UE per second.

8. The number of successful macro-macro HOs per UE per second.                                                                                                                                            

9.  The number successful of pico-pico HOs per UE per second.                                                                                                                                                        

10.  The total number of successful HOs per UE per second.                                                                                                                                                     

11. The macro-pico handover failure rate = (The number of macro-pico HO failures per UE per second) / (The number of macro-pico HO failures per UE per second + The number of successful macro-pico HOs per UE per second).

12. The pico-macro handover failure rate = (The number of pico-macro HO failures per UE per second) / (The number of pico-macro HO failures per UE per second + The number of successful pico-macro HOs per UE per second).

13. The macro-macro handover failure rate = (The number of macro-macro HO failures per UE per second) / (The number of macro-macro HO failures per UE per second + The number of successful macro-macro HOs per UE per second). 
14. The pico-pico handover failure rate = (The number of pico-pico HO failures per UE per second) / (The number of pico-pico HO failures per UE per second + The number of successful pico-pico HOs per UE per second).

15. Overall handover failure rate = (Total number of HO failures per UE per second) / (Total number of HO failures per UE per second + Total number of successful HOs per UE per second).

Proposal 3: Adopt the following definitions of Short ToS metrics:

Definition 1: A Short ToS is counted when a UE’s time-of-stay in a cell is less than a predetermined minimum time-of-stay parameter (MTS), i.e. a UE with ToS<MTS.

Definition 2: A Short ToS rate is defined as the amount of Short ToS occurrences divided by the amount of successful handovers. I.e. 

Short ToS rate = (number of Short ToS occurrences)/(total number of successful handovers)


Definition 3: Short ToS per UE per second is defined as the total amount of Short ToS occurrences divided by total number of the UEs simulated and averaged over the total simulation time.

Proposal 4: It is mandatory to log the CDF of Short ToS for large area simulation.

Proposal 5: Companies are allowed to use either wrap around or bouncing circle model for intial simulations. 

Proposal 6: For wrap-around approach, the simulation area (within the contour of wrapping-around area) should include at least 2 tiers of macro sites.

Proposal 7: For the bouncing circle approach, the simulation area within the bouncing circle should include at least 1 tier of complete macro sites. Only the results from the inner tiers of the macro sites inside the circle will be logged. 
Proposal 8: For both wrap around model and bouncing model, a UE at any cell in the simulation area should experience the interference from two tiers of macro cells.
Proposal 9: Fixed pattern of the pico placement is adopted first for initial simulations. The random pico placement could be chosen by companies later on.  

Proposal 10: RLF recovery should be modeled in large area simulation after the calibration. Companies should have the flexibility to choose a realistic RLF recovery model.
Proposal 11: When a simulation is started, a UE is randomly placed in the simulation area initially. It is assumed that UEs are uniformly distributed over the simulation area. Non-uniform placement maybe consider later on (FFS).

Proposal 12: After initially dropped at a random location, the UE will randomly select a direction and move in straight line at a constant speed till hitting the simulation border.
Proposal 13: For the calibration of large area HetNet mobility simulation, a fixed pico placement pattern is adopted: as is shown in Figure 1 and Figure 2, each macro site is associated with 6 picos. Each of the pico is placed at the center point on the border between two macro eNB at 0.5 ISD.

Proposal 14: The macro and pico placement shown in Figure 1 is adopted for calibration with the wrap around model.

Proposal 15: The macor and pico placement shown in Figure 2 is adopted for calibration with the bouncing model. 

Proposal 16: The set 3 of the configuration parameters used in hotspot calibration is adopted for large area simulation calibration. 

Proposal 17: A UE speed of 30 km/h is adopted for calibration of large area HetNet mobility simulation.
Proposal 18: Include ABS into the simulation with a fixed ABS pattern used initially.

Proposal 19: Include DRX into the simulation with a set of basic configuration parameters used initially.

Proposal 20: In large scale simulation, the RLFs caused by the HO failures should be logged separately from the conventioinal RLFs. If the reset or expiration of T310 is due to the PDCCH test failure, the RLF is counted as caused by HO failure.

Proposal 21: RLF should be eventually modelled into the simulation. Companies should be allowed to use more advanced modeling.
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�See comment in Table 2.


�See comments in Table 2 from Nokia/Nokia Siemens.


�We are open to having this metric in addition to Short ToS Rate.


�We think the ping-pong metric defined duirng hotspot calibration simulation must also be kept as is.


�It makes no sense to reset the ToS counter. A UE entering a cell then bouncing and leaving might count as two short ToS (e.g. at high UE speed), which makes no sense, since I suppose that the UE is connected throughout, so it is effectively a single stay from this perspective, so why count it as two?


The simulation circle cross many cells in many cases including only very little of the cell area, so the bouncing happens inside these cells, in which case it is in our view artificial to devide in to two ToS.


�Our preference is to go with the wrap-around model with 2 tiers of macro sites. We also think it is best to follow one approach (just the wrap-around) since we have seen in the initial calibration even with additional assumptions clarified there still are lot of variance in the results. So it is preferable to keep one common approach to avoid an additional variance in results due to multiple options for modeling.


�We can also go with majority preference on pico placement.


�We are open to discuss cluster of picos use for later phases.


�Not clear what this means!


�We are fine with this option


�Cell -> site terminology mix up.





When you say “a simple macro and pico cell placement is suggested” there are 57 macro cells, and 57 pico cells, so is this a 1 pico per macro case?





This pattern is precisely the one defined for the initial calibration, since the pico directly in front of each antenna is at 0.5 ISD, so nothing new. The 6 cells 11 picos notation (shown project out), is not clea. Are we only simulating picos around two macro sites? This does not fit inside the simulation circle, so ??


�See comments in Table 5.


�Will go with majority preference on this.


�Results between 30 and 60 kmph is not going to be that great so we are fine to choose 30 kmph. But as we mentionend before it is important to study both the 3 kmph and 120 kmph. There are deployments where it is not possible to avoid high speed UE from pico layer e.g. highway along a mall.
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