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1 Introduction
A work item was approved in RAN#53 [1], for Multi-Point transmission (MP-Tx) in HSDPA. The objective of this work item is to improve the cell edge performance and the network resource utilization under uneven loading. One of the sub-features listed in the WID is Inter-NodeB MP-Tx, which allows UEs receive data from multiple cells reside in different NodeBs.  
In this contribution, we revisit the three possible data split options for Inter-NodeB MP-Tx, namely RNC-based RLC splitting, UE-based RLC splitting, and PDCP splitting, and compare the pros and cons of the three options.  
2 Data split options for Inter-NodeB Multi-Point transmissions
In this section, we will revisit the three data split options for Inter-NodeB MP-Tx proposed in [2]-[5].

2.1 RNC-based RLC splitting 

The RNC-based RLC splitting is proposed in [2]. In this solution, a single RLC entity splits the data across two different MAC-ehs entities residing in different Node Bs. On the UE side, two MAC-ehs entities need to be maintained that independently reorder data from each NodeB and forward them to the RLC entity.  The protocol stack of the system for RNC-based Inter-NodeB MP Tx is shown in Figure 1. 
This solution relies on the RNC to distinguish missing PDUs due to skew (defined in [3]) from missing PDUs due to genuine loss. For each RLC PDU, the RNC keeps track of the NodeB to which the PDU was forwarded.  When a RLC Status PDU is received, the RNC determines if a gap in RLC SN space is due to skew, based on the SN of the last ACKed PDU for each of the cells. If the gap is due to genuine loss, the RNC will retransmit the PDUs in the gap as in today’s system. If it is determined that the gap is due to skew, the RNC starts a RetransmissionDelayTimer.  If the missing PDU has not been ACKed by the time the timer expires, the RNC retransmits the PDU. 

2.2 UE-based RLC splitting

Another alternative to mitigate the impact of skew is to utilize the RLC delay timer at the UE side [3, 4].  The scheme in [3] requires the UE to keep track of which cell a PDU is received from and maintain the largest sequence number (LSN) received in each cell. When the RLC receiver detects one or more missing RLC PDU(s), it determines whether the missing RLC PDU(s) are caused by skew by comparing the SN of the missing PDU(s) with both LSNs. If it is determined that the gap is due to skew, the RLC receiver starts a NAKDelayTimer and NAKs these PDU(s) only after this timer expires. On the other hand, if a missing PDU is determined to be a genuine loss, the RLC receiver NAKs this PDU in the next Status PDU, as in today’s system.
On the contrary, in the scheme proposed in [2], UE does not distinguish skew from genuine loss, but starts a timer when a missing PDU is detected. This would delay the RLC retransmission of all genuine losses to the NAKDelayTimer expiry. 

The protocol stack of UE-based RLC splitting scheme is the same as that of the RNC-based RLC splitting approach shown in Figure 1. 
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Figure 1 Protocol stack of RLC splitting schemes
2.3 PDCP splitting
A PDCP splitting scheme is proposed in [5] for Inter-NodeB MP-Tx. In this approach, a single PDCP entity splits the data across different RLC entities as shown in Figure 2.  One RLC entity or instance is created per NodeB and is mapped to a Node B.  Each Node B contains an independent MAC-ehs entity for the configured UE.  
In order to solve the skew problem, the PDCP approach requires a new reordering functionality at the PDCP receiver. Each RLC entity works just like in today’s system and passes all received RLC PDUs to the PDCP receiver, where the new introduced reordering functionality would reorder the PDUs received from the two RLC receivers. All SN gaps seen by the PDCP receiver are treated as skew, and a reordering delay timer is started for each gap. When the timer expires, the PDCP receiver pushes all PDCP PDUs till the next gap to the upper layer. There is no retransmission at the PDCP layer.

[image: image2.emf]MAC-d

MAC-ehs

PHY

MAC-ehs

PHY

PHY

MAC

PHY

MAC

RNC

Node B 1

Node B 2

UE

PDCP

MAC-d

PHY

PDCP

PHY

RLC RLC

RLC RLC


Figure 2: Protocol stack of PDCP splitting schemes
3 Comparison of the three data splitting schemes
In Table 1, we provide a comparison of the three data splitting schemes described in previous section.  
Table 1: Comparison of the three data splitting schemes
	
	
	RNC-based RLC splitting
	UE-based RLC splitting
	PDCP splitting

	Overview
	Number of RLC entities
	1
	1
	2

	
	Number of MAC-ehs entities
	2
	2
	2

	Complexity


	Changes required at NW
	1. RNC needs to have the capability to forward data to two serving cells;

2. RNC needs to keep track of the cell over which data was transmitted. 

3. Timer-based retransmission for skew
	1. RNC needs to have the capability to forward data to two serving cells;


	1. RNC needs to have the capability to forward data to two serving cells;

2.  PDCP SN is mandatory

3. Addition of an extra RLC entity

	
	Changes required at UE
	None
	1. UE needs to keep track of the cell over which RLC PDU was received; 

2. Timer-based retransmission for skew
	1. PDCP SN is mandatory

2. Addition of an extra RLC entity;

3. Re-ordering timer at the PDCP receiver

	
	Dominant changes happen at
	NW
	UE
	Both NW and UE

	
	Skew exists?
	Yes, at RLC 
	Yes, at RLC
	Yes, at PDCP

	Skew
	How to handle skew
	1.UE NAKs all missing PDUs

2.RNC is responsible to distinguish skew from genuine loss; 

3. If genuine loss, retransmit immediately;

4. If skew, retransmit only when the skew timer expires
	1. UE is responsible to distinguish skew from genuine loss; 

2. If genuine loss, NAK in the next Status PDU; 

3. If skew, NAK only when the skew timer expires;

4. RNC retransmits all NAKed PDUs immediately
	1. All gaps seen at PDCP receiver are skew

2. PDCP receiver starts a timer when a PDCP SN gap is found

3. When timer expires, submit all PDCP PDUs till the next gap to upper layer

	
	RLC retransmission
	1. Response to genuine loss as good as in today’s system
2. Timer-based retransmission to skew

3. RLC PDU can be retransmitted on different cells
	1. Response to genuine loss as good as in today’s system (except under some low probability corner case scenarios (*))
2. Timer-based retransmission to skew 
3. RLC PDU can be retransmitted on different cells
	1. Response to RLC genuine loss as good as in today’s system
2. No skew at RLC layer

3. RLC PDU has to be retransmitted on the same cell

	
	Status PDU on the uplink
	1.No change is needed

2.The size of each Status PDU is larger than today
	No change is needed
	1.No change is needed

2.The number of Status PDUs is twice as today

	
	What happens if one cell stalls
	After the skew timer expires, data on the stalling cell can be retransmitted on the other cell
	After the skew timer expires, data on the stalling cell can be retransmitted on the other cell.
	After the re-ordering timer expires, data on the stalling cell has to be retransmitted by TCP

	
	What happens during E1B
	Data can be recovered by RLC retransmission
	Data can be recovered by RLC retransmission
	Option 1: introduces additional signalling to ensure that the buffer at the to-be-removed NodeB is cleared; 
Option 2: incurs extra TCP retransmission

	Impact to TCP
	
	No impact
	No impact 
	May cause extra TCP retransmission

	Flow control
	
	Split data per flow control request
	Split data per flow control request
	Split data before flow control request arrives at RNC (**)

	
	Pros 
	1. Almost no change at UE;
2. Flexible RLC retransmission (data can be retransmitted on either cell)
3. Has the capability to recover data when skew timer expires; 
4. When E1B happens, data can be recovered by RLC retransmission
5. No extra TCP retransmission
6. In-sequence delivery to upper layer
	1. Almost no change at RNC;
2. Flexible RLC retransmission (data can be retransmitted on either cell)
3. Has the capability to recover data when skew timer expires; 
4. When E1B happens, data can be recovered by RLC retransmission
5. No extra TCP retransmission
6. In-sequence delivery to upper layer
	1. RLC entity is intact
2. No unnecessary RLC retransmission

	Summary 
	Cons 
	1. Introduces complexity at RNC;
2. Increases uplink traffic load
3. May have unnecessary RLC retransmissions (with a small probability, i.e., when the skew is very large)

	1. Introduces complexity at UE;
2. May have unnecessary RLC retransmissions (with a small probability, i.e., when the skew is very large)
3. Under some low probability circumstances, RLC retransmission for genuine loss is delayed
	1. Introduces complexity at both RNC and UE;
2. Most importantly, may incur extra TCP retransmissions;
3. PDCP SN is mandatory, thus adding overhead;
4. May need extra signalling between RNC and NodeB;
5. May need a new control mechanism to regulate the queues of constructed RLC PDUs;
6. RLC retransmission has to be over the same cell.


(*) This is elaborated in detail in Section 3.4 of [3]. Basically, when one of the serving cells stalls, the LSN on this cell cannot move forward. As a consequence, the genuine loss afterwards on the other cell may be treated as skew and the retransmission of those lost PDUs may be delayed. However, the probability of seeing this scenario is expected to be fairly low.
(**) For RLC-level data splitting schemes, the RNC forwards data to each serving cell per flow control request. On the contrary, PDCP scheme splits data at higher layer. It has to make a decision over which cell the data is sent to when constructing RLC PDUs. This requires, either an extremely efficient mechanism to construct RLC PDUs on-the-fly as the flow control request arrives, or a new control mechanism to regulate the queues of constructed RLC PDUs.
4          Conclusions
In this contribution, we compared the three data splitting schemes for Inter-NodeB MP-Tx.  It can be seen from the above analysis that the PDCP approach, due to the lack of retransmission at the PDCP receiver, may incur extra retransmission on TCP. Moreover, this approach also increases overhead by adding PDCP SN to each PDU. 
Between the two RLC-level splitting schemes, UE-based scheme can achieve similar performance as RNC-based scheme while introducing minimal impact to the network. Thus, we have the following proposal: 
Proposal: Agree that UE-based splitting is the most feasible option for Inter-NodeB MP Tx.
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