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1. Introduction

The RAN plenary meeting #53 has approved a work item on the Multiflow transmission schemes for the HSDPA networks [1]. At the RAN2#74 meeting, RAN WG2 provided an input to [2] regarding the higher-layer architecture and in particular data split options [3]. Two basic schemes were identified to be suitable for inter-site Multiflow operation which hence will be referred to as the RLC and PDCP splits thus reflecting the architectural point where the application level data is distributed between two links. Since in both architectural options data split takes place in RNC it is important to analyze how realistic Iub flow control impacts Multiflow performance.

In this paper, we present our further analysis and contribute the simulation results on the performance of the Iub flow control in the context of these two data split schemes. More precisely, we present simulation results for the RNC flow control algorithms by simulating the RLC and PDCP splits and applying different Node B buffer sizes and intensity at which RNC obtains information on Node B(s) regarding the output buffer status.

2. Simulation models 

The simulated flow control works in such a way that RNC gets buffer status reports from Node B(s) at fixed intervals, hence referred to as flow control period. Based on the obtained flow control information (later referred to as credits), RNC can estimate how many bytes it can send per link in order to achieve certain target buffer size (in terms of Node B buffering delay). 

The Multiflow scheduler in RNC utilizes the flow control information to schedule data across the two cells aiming to minimize the delay for each PDCP SDU. In this respect there is a small difference whether the data split is done at PDCP or RLC layer:

· PDCP split. The whole PDCP PDU is transmitted over  the cell that is estimated to provide lower delay.

· RLC split. The PDCP PDU is segmented to fixed size (300 byte)  RLC PDUs and segments are transmitted over the two cells such way that delay of the entire PDCP PDU is minimized.

For example, assume that NB1 has reported credits corresponding to 4000 bytes, NB2 reported credits for 3000 bytes, and RNC has N PDCP PDUs in its’ buffer (1500 byte each). Tables 1 and 2 illustrate the behavior of RNC scheduler for PDCP and RLC splits.

Table 1 – Example of RNC scheduling with PDCP split.

	Event
	#RLC segments
	#credits left

	 
	NB1
	NB2
	NB1
	NB2

	New flow control info arrives
	-
	-
	4000
	3000

	RNC schedules PDCP PDU 1
	5
	0
	2500
	3000

	RNC schedules PDCP PDU 2
	0
	5
	2500
	1500

	RNC schedules PDCP PDU 3
	5
	0
	1000
	1500

	RNC schedules PDCP PDU 4
	0
	5
	1000
	0


Table 2 – Example of RNC scheduling with RLC split.

	Event
	#RLC segments
	#credits left

	 
	NB1
	NB2
	NB1
	NB2

	New flow control info arrives
	-
	-
	4000
	3000

	RNC schedules PDCP PDU 1
	4
	1
	2800
	2700

	RNC schedules PDCP PDU 2
	3
	2
	1900
	2100

	RNC schedules PDCP PDU 3
	2
	3
	1300
	1200

	RNC schedules PDCP PDU 4
	3
	2
	400
	600


For the flow control simulations, HARQ goodput traces of the two links of a Multiflow UE were used as an input to the flow control simulator. The achievable HARQ goodput for a given link for a given TTI was obtained from the system simulator that has been used to obtain the Multiflow performance numbers as shown in, e.g., [5]. In summary, for the purpose of obtaining link-level performance for this study the simulation assumptions of section 6.1 (see also [2]) were used,  with some choices/modifications, as presented below: 

· UEs are distributed randomly so that there are exactly 3 UEs/cell  

· Network layout was chosen as 3-sector Node Bs with ISD 1500m

· Ideal HS-DPCCH decoding and ideal CQI estimation

· PA3 channel

It should be noted that we assume no HARQ residual errors and no errors in the RLC status PDUs, so there are no RLC retransmissions. However, there is a reordering buffer at the UE side that ensures the correct order because packets may arrive to a UE from two different links. We use an average goodput as a main criterion to analyse the Iub flow control with the RLC and PDCP data split options. The goodput is measured at the UE side when the packets are forwarded from the PDCP level to a higher layer.

3. Simulation results 

For the sake of brevity, we present only a limited set of simulation results for two target Node B buffer sizes of 200ms and 100ms. The flow control period varies as 10-240ms and 10-120ms, respectively. 

Fig.1 and Fig 2. shows the goodput by assuming fully synchronized transmission of the flow control information over the two Iub interfaces and without any transport delay. Correspondingly Fig.3 and Fig.4 show the performance with more realistic 10ms (primary link) and 15ms (secondary link) Iub delay. The difference in the Iub delay can be seen as a model for unequal transport link delays and/or asynchronous flow control.

In addition to the goodput measured at PDCP layer, the figures 1-4 show also the theoretical boundaries set by the HARQ goodput traces; 

· L1 (Multiflow) presents the aggregate L1 goodput (averaged over all UEs), i.e., the upper bound. 

· L1(Fast-switch) presents the L1 goodput when best link is chosen on TTI basis (averaged over all UEs).

· L1 (Best link) present the L1 goodput of link that has on average better goodput  (averaged over all UEs).
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Figure 1 – PDCP goodput with 10-240ms flow control periods and 200ms NodeB target buffer size (without Iub delays).
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Figure 2 - PDCP goodput with 10-120ms flow control periods and 100ms NodeB target buffer size (without Iub delays).
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Figure 3 – PDCP goodput with 10-240ms flow control periods and 200ms NodeB target buffer size      (with Iub delays).
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Figure 4 - PDCP goodput with 10-120ms flow control periods and 100ms NodeB target buffer size       (with Iub delays).

Based on the presented simulation results, one can conclude that, as expected, there is a negligible performance difference between the PDCP and RLC split solutions. The highest goodput is achieved when flow control period is <40% of the Node B target buffer size. With larger flow control periods Multiflow goodput starts to drop but remains still significantly higher than theoretical upper bound for single flow goodput (i.e. the “L1 Best Link”) even if flow control period would exceed target buffer size. 

3. Conclusions

In this paper, we have studied the Iub flow control mechanisms for the Multiflow RLC and PDCP split options. The simulation results have indicated that the performance is almost the same for these two schemes. 

The inter-site Multiflow showed significant gains compared to single flow transmission even with relatively slow flow control. The highest goodput is achieved when flow control period is <40% of the Node B target buffer size.
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