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1 
Introduction

RAN2 discussed the traffic scenarios and agreed to consider interactive content pull as a scenario for study.

In [1], the suitability of the existing web browsing traffic model [2] was discussed. The conclusion is that web browsing statistics significantly changed, due to changes in contents, web technology, publishing trends and user behaviours, so that this model may no longer be representative of modern web browsing traffic.

In this contribution, we analyse data collected from currently operating wireless networks and conclude that certain characteristics of this kind of service changed. We provide an updated model to fit with the observed traffic.

2 
Discussion

2.1 
Differences between the observed traffic and the existing model
We collected the traffic of more than 1000 UEs using HTTP on a UMTS network. We observed several characteristics which differ from the existing model in [2].
Figure 2.1-1: Contents of a packet call as depicted in [2] 
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2.1.1 
GET command size 

In the existing HTTP traffic model, the size of the get command is constant i.e. 350 bytes. In our traces, we find that this size changes along with different pages and even different objects.

Observation 1: The size of the GET command is not constant.

2.1.2 
Embedded objects

In the existing model, DL data in response to one GET command are separated into one main object and several embedded objects. In real traffic, there are several kinds of embedded objects, such as text, image, application, video, etc. From our traces, the distribution of each type of embedded object is as in the table 2.1.2-1 below.
Table 2.1.2-1:
Embedded objects frequency and volume

	Type
	Frequency (%)
	Volume (%)

	Text
	33.1
	2.5

	Image
	46.7
	7.5

	Application
	19
	43

	Video
	0.3
	46

	Other
	0.9
	1


HTTP traffic containing video objects is quite different from HTTP traffic for web browsing. Typical websites with HTTP video are YouTube, Tudou, etc. In HTTP traffic conveying video objects, most objects are video and text objects are negligible. Also, while there is only a very small number of video embedded objects compared with other types, this traffic represents a large volume of data. 

Other types of objects are not significant in number and volume so for the purpose of modelling they can be ignored.

When performing analysis on the traffic scenario and performance evaluation, the http traffic can be split into two types: interactive content pull and HTTP video. This is in line with the agreement of last RAN2 meeting.
Observation 2: Interactive content pull traffic contains 3 types of embedded objects, text, image, and application.

2.1.3
Parsing time

The parsing time is the time between the reception of the main object and the transmission of GET commands for the embedded objects. Considering our traces and typical web browsers, we see that the client normally sends GET commands for embedded objects without any delay.
Observation 3: The HTTP parsing time is zero.
2.1.4
TCP connection usage

Nowadays most (more than 98%) web browsing services are based on HTTP/1.1. Although HTTP/1/1 supports persistent mode transfer to download the objects, certain clients use multiple TCP connections. In our trace, the ratio of the number of TCP connection and objects is around 1:1.4.

It may useful to take this factor into account when performing evaluation, because the different number of TCP connection will have much impact on the TCP slow start procedure and TCP related data volume.

Observation 4: Multiple TCP connections are used for one web page by certain HTTP clients. The ratio of the number of TCP connection and objects is around 1:1.4. 
2.2 
Proposed modelling for interactive content pull traffic
We suggest improving the HTTP model in [2] to take into account the above observations:

-
The size of the GET command is modelled by an appropriate distribution.

-
Embedded objects are either text, image or application following the observed distribution.

-
The size of each type of embedded object is modelled by an appropriate distribution. 

-
Embedded objects are fetched when the containing object is completely received (parsing time=0)

-
A new TCP connection is used for a new object in 40% cases.

-
The distributions of the other parameters are updated to match better with observed data, as summarised in the table 2.2-1 below.
Table 2.2-1: Parameters for the interactive content pull traffic model

	Component
	Distribution type
	Parameters

	GET size
	Lognormal
	mu = 6,52, sigma = 0,62

	Main object size
	Lognormal
	mu = 8.37, sigma = 1.37

	Embedded object number
	Truncated generalised Pareto
	k = 0.55, sigma = 2.06, min=0, max=400

	Embedded object type
	
	Text: 33%, image: 47%, app:19%

	Embedded text object size
	Truncated generalized Pareto(TGP)
	k = 1.63, sigma = 179.3, min = 0, max = 1.2e+6

	Embedded image object size
	Truncated Generalised Pareto
	k = 0.7825, sigma = 2929.5, min=0, max=2x10e6

	Embedded application object size
	Weibull
	a =8.63 b = 0.37

	Reading time
	Weibull
	a = 10.98 b = 0.39


We compared this model with traces captured from another network and 
3 
Conclusion

We compared the existing HTTP model with traces collected in a real cellular wireless network.

Proposal: We propose to model interactive content pull traffic using the existing HTTP traffic model with the updates in 2.2 of this contribution.
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Appendix: statistics

5.1
GET command size

Figure 5.1-1: CDF of GET command size
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Table 5.1-1: Distribution of GET command size
	Distribution
	LogNormal(LogN) [image: image3.png]nrop
2
3= flxlo) =






	mu
	6.52

	sigma
	0.62

	Min
	0

	Max
	2 e+6

	MeanText / Mean LLog
	821.61 / 824.61

	StdText / Std LLog
	580.96 / 562.50


5.2
Main object size

Figure 5.2-1: CDF of main object size
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Table 5.2-1: Distribution of main object size
	Distribution
	Truncated LogNormal

	Distribution
	LogNormal(LogN) [image: image5.png]nrop
2
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	mu
	8.37

	sigma
	1.37

	Min
	200

	Max
	2 e+6

	MeanApp / MeanTGP
	1.0146e+004 / 8175

	
	

	StdApp / StdTGP
	2.2543e+004/ 3.0378e+004


5.3
Text embedded object size

Figure 5.3-1: CDF of text embedded object size
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Table 5.3-1: Distribution of text embedded object size
	Distribution
	Truncated Generalized Pareto(TGP) [image: image7.png]¥ =fdk,0,8)






	k
	1.63

	sigma
	179.34

	Min
	0

	Max
	1.2 e+6

	MeanText / MeanTGP
	5.99 e+3 / 6.04 e+3

	StdText / StdTGP
	3.16 e+5 / 4,54 e+4


5.4
Image embedded object size

Figure 5.4-: CDF of image embedded object size
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Table 5.4-1: Distribution of image embedded object size

	Distribution
	Truncated Generalized Pareto(TGP) [image: image9.png]¥ =fdk,0,8)






	k
	0.78

	sigma
	2929.5

	Min
	0

	Max
	2 e+6

	MeanImage / MeanTGP
	9.73 e+3 / 1.04 e+4

	StdImage / StdTGP
	4.20 e+4 / 4.73 e+4


5.5
Application embedded object size

Figure 5.5-1: CDF of application embedded object size
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Table 5.5-1: Distribution of application embedded object size

	Distribution
	Weibull[image: image11.png]¥ = flxlab) = ba%”"jﬂxm_m,m





	a
	8.63

	b
	0.37

	Min
	0

	Max
	1300

	MeanApp / MeanTGP
	37/ 35

	StdApp / StdTGP
	103.3268 / 124


5.6
Embedded object number

Figure 5.6-1: CDF of embedded object number
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Table 5.6-1: Distribution of embedded object number

	Distribution
	Truncated Generalized Pareto(TGP) [image: image13.png]¥ =fdk,0,8)






	a
	0.55

	b
	2.06

	Min
	0

	Max
	400

	MeanApp / MeanTGP
	4.46 / 4.50

	StdApp / StdTGP
	12.12 / 12.33


5.7
Reading time

Figure 5.7-1: CDF of reading time
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Table 5.7-1: Distribution of reading Time
	Distribution
	Weibull[image: image15.png]¥ = flxlab) = ba%”"jﬂxm_m,m





	a
	10.98

	b
	0.39

	MeanApp / MeanTGP
	18.25 / 18.40

	StdApp / StdTGP
	27.85 / 35.18
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