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1 Introduction

Simulation setup for eDDA has been discussed in RAN2#75 meeting and it was conclude to start the study from a limited number of traffic scenarios. And the CDF’s of inter-arrival time and packet size are expected to characterize the traffic either using trace-based or synthetic model-based approaches. Also, the following traffic scenarios are prioritized:
     A) Background traffic: i.e. traffic from unattended phone with applications not in "active phase" (i.e. no email retrieval, no IM sending...)

     B)
IM (including IM background)

In this paper, we capture the traces on Gn interface in 3G network with the Wireshark and analyze the traffic characteristics for different applications including Gtalk, Facebook, Skype, QQ etc. The impact due to different OSs and applications are also identified by running the applications on different smartphones. CDFs for corresponding applications are therefore provided for UL and DL separately. 
2 Discussion
In this section, we present a series of traces and analyse the characteristics of corresponding applications. The packets from/to the irrelevant IP addresses are filtered out so as to get a clean trace related to the monitored smartphone only. In addition, same appplications were run on different smartphones to compare the impact from different OSs e.g. Android, iOS and Symbian. 
2.1 Background traffic
The traces under this subsection are obtained when respective application is “on” but not actively used, e.g. a UE starts Gtalk application but does not chat. For each case, there is only one application running while the other applications available in the smartphone are terminated.
2.1.1 Nimbuzz Gtalk over Android
In this trace, Gtalk is running over Nimbuzz which is a popular software supporting diverse applications e.g. email, live msn, etc. To better understand the trace, we plot the packet distribution over time scale in Figure1 where X-axis shows the time instant and Y-axis is packet size. The (a), (b) and (c) show how the packets related to respective servers arrive during the monitored two hours. 
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(a) Nimbuzz Server










(b) Gtalk Server
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(c) Android Server







(d) Zoom-in of one “dot” in (b)
Figure1 Traces of packets from/to different IP addresses

By tracking the packets in detail, it is understood that the background traffic for Gtalk application goes through not only Gtalk server but also Nimbuzz server on which Gtalk is running. If Gtalk is running on different software, the traffic characteristics may be different.

Observation 1: Not only the application itself but also where the application is running, e.g. on which software/platform the application is running, impacts the characteristics of the trace. 
In addition, we observe lots of packets generated at the beginning and/or at the end of the traces. The reason is that a bunch of packets are delivered to get connected with the server once the application is switched on, and to terminate the service when it is turned off. The communication with Android server also only happens within the first five seconds as shown in Figure 1-(c). However, in the middle period of the trace, packet distribution is more stable for Nimbuzz and Gtalk, showing the uniformly distributed feature, e.g. around 270s periodicity between two consecutive “dots” in figure 1-(a). When we evaluate the background traffic, the packets at the beginning and at the end are excluded and only the middle part of the traces, when the application gets to stable, is used to reflect the characteristics of the traffics. 
Observation 2: The CDF should be derived from the traces (if trace is used) representing the background traffic in stable status excluding the peak at the beginning and at the end of service setup.
It is also worth to mention that Nimbuzz traffic in 1-(a) did not show clear burst as each dot in the figure consists of one UL and one DL packets while Gtalk traffic in 1-(b) shows the burst as can be seen in 1-(d).
As discussed above, we combine Nimbuzz and Gtalk traces to present the Gtalk application. The CDFs about Gtalk over Nimbuzz, for UL and DL separately, are shown in Figure 2. It is seen that the inter-packet arrival time at the beginning of the trace, i.e. around 100ms, dominates the CDF in Figure 2-(a) when all the packets of the trace are counted. While in Figure 2-(b) considering the packets in stable state only, the inter-arrival time becomes longer, i.e. up to 50% are 270s. As for the packet size, shown in Figure 2-(c), it ranges from 60 bytes up to 600/1500 bytes (for UL/DL) for the whole trace, and shown in Figure 2-(d), the packet size is more restricted to less than 100 bytes during the stable state. 
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(a) Inter-arrival time of all packets 



  (b) Inter-arrival time in stable state
[image: image7.emf]0 200 400 600 800 1000 1200 1400 1600

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

packet size(bytes)

 

 

DL

UL

[image: image8.emf]60 80 100 120 140 160 180

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

packet size(bytes)

 

 

DL

UL


(c) packet size of all packets








(d) packet size of stable state
Figure2 CDFs of Gtalk over Nimbuzz service

2.1.2 Facebook over iOS, Android and Symbian
Facebook is enabled on iOS, Android and Symbian and traces were captured, in order to see the impact of different OSs. Also, different setting for “push notification” functionality was used on iOS to compare the traffic characteristics in case the functionality is enabled and disabled. Figure 3 shows the packet distribution on iOS over time scale when Facebook is open but not actively used by user, where 3-(a) shows “push disabled” case and c-(b) is corresponding to “push enabled” case.
 [image: image9.emf]0 500 1000 1500 2000 2500 3000 3500 4000

0

500

1000

1500

time-data distribtion

Time(s)

Bytes

 [image: image10.emf]0 500 1000 1500 2000 2500 3000 3500 4000

0

500

1000

1500

time-data distribtion

Time(s)

Bytes


(a) PUSH disabled











(b) PUSH enabled

Figure3 Traces of Facebook over iOS
From the figure 3-(b), it can be seen that when “push notification” is enabled, the very frequent “keep-live” messages are absent. The reason behind is that the background traffic is triggered only when new message arrival or friends status update happens if “push notification” is enabled. Therefore, we only count the CDFs on iOS when PUSH is disabled, which are shown in Figure 5. For comparison, the packet distribution in time scale of Facebook for Android and Symbian terminal is shown in Figure 4. Obviously, the traffic characteristics is significantly impacted by OS. 
Observation 3: The traffic characteristics for one application are significantly impacted by the OS that the application is running on. Therefore, OS should be considered when collecting CDFs for the applications.
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(a) Facebook over Android                        (b) Facebook over Symbian
Figure4   Trace of facebook over Android and Symbian
The CDFs of inter-arrival time and packet size for Facebook running on iOS, Android and Symbian are shown in Figure5. It shows that the traffic chracteristics differ a lot for different OSs. For iOS, 80% of inter-arrival time for DL is less than 5s while for Android and Symbian, the DL inter-arrival time is much smaller in the order of 100ms  (i.e., For Android, 90% of the inter-arrival times are less than 100ms while and for Symbian, 80% are less than 250ms). In addition, the packets generated from iOS are smaller size with ranging from 100 bytes to 250 bytes for DL and 100~440 bytes for UL. While for Android and Symbian, over 30% packets are up to 1450 bytes for DL. For Android, only around 100 bytes packets are generated for UL over 90 %, while for Symbian a larger ratio of packets with bigger size, i.e. up to 800 bytes, are observed.
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(a)DL inter-packet arrival time 




   (b) UL inter-packet arrival time
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(c)DL packet size                    



 (d) UL packet size
Figure 5 CDFs of Facebook over iOS, Android and Symbian
2.1.3 Skype over Android

When tracing skype over Android, we found an interesting phenomenon. Although only skype application is activated during the whole trace, some packets destined to facebook server, are captured. Packets related to facebook are mainly distributed at the beginning and at the end of the trace, as shown in the figure 6-(a). It seems some applications, e.g. facebook or Gtalk, need infrequent update with Android server even they are not activiated on a smartphone. As long as these application softwares are installed in the smartphone, associated backgound traffics are unavoidable. It is also observed that this does not happen on iOS. Therefore, the background traffic in reality depends not only on the application itself but also on the combination of application and OS on which the application is installed, and/or running on. In order to simplify the traffic modeling, we filtered out those packets which are irrelevant to the application for deriving the CDFs. And it is suggested that RAN2 to discuss whether and how to consider the impact from inactiviated applications in simulation.
Observation 4: Some application and OS combination can generate packets even when application is not opened and RAN2 needs to discuss whether and how to consider the impact from inactivated applications during simulation.
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(a) packets destined to Facebook server                   (b)  packet distribution for skype 

Figure 6 Traces for Skype over Android
While studying the trace of skype application, we find that the packet arrival is in “bursty” manner and that the burst arrival becomes sparse when time is running. Moreover, not only single but several packets are included in such one “dot”, i.e. burst, if we zoom in the figure. Therefore, the CDF of inter-arrival time cannot reflect the real traffic pattern. Both inter-burst arrival time and inter-packet arrival time within a burst needs to be considered. Especially when the duration of a burst is very short comparing to the duration of the packets within a burst, it is sensible to consider the inter-burst arrival time. 
Observation 5: CDF of inter-arrival time is insufficient to represent the traffic characteristics. Both inter-burst arrival time and the inter-packet arrival time within one burst needs to be considered when such bursty arrival exists for one application.
We show the CDFs of inter-burst arrival time and inter-packet time respectively as below in 7-(a) and 7-(b). Figure 7-(a) and (b) provides the CDFs of inter-burst arrival time and per-burst packet size, where the packet size shows the aggregated packet size for the packets within one burst. As shown in the figures, the inter-burst arrival time ranges between 30s to 130s, and the per-burst packet size is larger than 246 bytes. Figure 7-(c) and (d) show the CDFs not differnenting bursts. It is seen that almost 60% inter-arrival times are in the order of 100ms which are contributed by the inter-arrival time of the packets within a burst. And for the packet size, it starts from 60 bytes and around 4 packets are transferred within one burst.   
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(a)  inter-burst arrival time CDF                  


(b) packet-burst size CDF  
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(c) Inter-packet arrival time CDF in stable state             (d) packet size CDF in stable state

Figure7  Skype in Android 
Also we observed that the traffic characteristics of skype varies very much comparing to one year ago. Thus it should be considered how to handle this aspect in our study.
Observation 6: Traffic characteristics for the applications vary in long run. 
2.2 IM traffic
In addition to background traffic, IM application is considered as the other top prioritized traffic scenarios in 3GPP. Mobile QQ is a typical IM application which is popular in daily life and causes huge network signaling load in China. We study the traces for such application in this section and the trace includes both background traffic and active chatting messages. 
Figure 8 shows the packet distribution over time scale when QQ is running on iOS and Android terminal respectively. Different from the background traffic in section 2.1, where packet arrival is nearly in uniform distribution, the traffic characteristics for QQ is in more random way and no “bursty” feature is observed.  
[image: image23]
Figure 8 packet distribution for Mobile QQ application over iOS and Android

We therefore show the CDFs for interarrival time and packet size, for DL and UL respectively, in Figure 9. It is seen that OS has limited impact to the traffic characteristics for QQ application, and that there is not much difference between DL and UL, i.e. 80% inter-arrival times are less than 10 seconds, and 90 percent of packet size is ranging within 60-150 bytes.
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(a) DL inter-arrival time                             (b) UL inter-arrival time
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     (c) DL packet size
                   (d) UL packet size            

                 Figure9   CDFs of Mobile QQ over iOS and Android
3 Conclusion and Proposal
Based on the discussion in 2, the followings are observed:

Observation 1: Not only the application itself but also where the application is running, e.g. on which software/platform the application is running, impacts the characteristics of the trace. 
Observation 2: The CDF should be derived from the traces (if trace is used) representing the background traffic in stable status excluding the peak at the beginning and at the end of service setup.
Observation 3: The traffic characteristics for one application are significantly impacted by the OS that the application is running on. Therefore, OS should be considered when collecting CDFs for the applications.

Observation 4: Some application and OS combination can generate packets even when application is not opened and RAN2 needs to discuss whether and how to consider the impact from inactivated applications during simulation.
Observation 5: CDF of inter-arrival time is insufficient to represent the traffic characteristics. Both inter-burst arrival time and the inter-packet arrival time within one burst needs to be considered when such bursty arrival exists for one application.
Observation 6: Traffic characteristics for the applications vary in long run. 
Proposal 1: It is proposed that RAN2 discuss the above observation and discuss how to continue the simulation work.
Proposal 2: It is proposed to capture the contents in Section 2 in the TR for information.
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