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1 Introduction
The Work Item HSDPA-MF-TX was approved at recent plenary meeting, and the inter-site multi-flow transmission is part of the objective. It has been recognized that the data split in RNC is inevitable for inter-site MF-TX and there are two possible split options on the table, namely “RLC split” and “PDCP split”. As the choice of data split options would lead to very different specification work in RAN2, it should be decided as early as possible. In this contribution we further analyze the pros and cons of the two options and also give our preference.
2 Discussion

There have already been a lot of analyses on the merits and drawbacks of the two data split options during the SI discussions, and they were well captured in the [2]. To facilitate the discussion in this paper, the information is summarized in the table below.
	
	RLC Split
	PDCP Split

	Merits
	1, flexible SDU segmentation depending on link status
2, RLC feedback and re-transmission mechanism can ensure the in-sequence and lossless delivery of split data streams

3, less impacts on spec
	1, the RLC implementation can be kept intact


	Drawbacks &
Identified Issues
	1, significant implementation complexity can be foreseen2, data skew between split streams

3, advanced flow control requirements4, RLC window stalling
	1, the in-sequence delivery is not possible without spec change

2, possible data loss in case of 1B event

3, more impacts on spec


	Possible Solutions
	1, NW side solution [4] and UE side solution [6] for skew problem
2, suggested algorithm for flow control [4]
	1, introduction of re-ordering function at PDCP receiving side
2, “flexible mapping” for re-transmission in case of E1B [8]

	Performance
	Simulation provided in [7]
	Simulation provided in [9]

	NW/UE Implementation Impact
	Significant complexity for solving identified issues above, mostly on NW side
	1, some complexity is added in UE side PDCP;
2, more complexity for RNC to configure RBs/Logical Channels/RLC

	Spec Impact
	Very little.
	1, mandatory usage of PDCP SN
2, introduction of re-ordering function at PDCP receiving side

3, a lot of RRC configuration changes by mapping a RB to two RLC entities


2.1 RLC split option

One major identified issue of RLC split option is the “SN skew” between two flows. Though the phenomenon of “SN skew” occurs with both RLC split and PDCP split, it brings more difficulty to the former as there is only one RLC entity for two data flows and re-transmission is mandatory. We have seen some solutions to this issue, however these solutions impose great complexity to the network implementation. Though the simulations show these solutions may work, some aspects of the suggested algorithms are difficult to be implemented in a practical design. 
Similarly we have also noticed that the advanced flow control and NodeB scheduling differentiation for MF-TX users and non-MF-TX users are critical to the gain of RLC split option, this will further add to the complexity of the network implementation and to some extent limit the network implementation freedom.

Besides the complexity issue, we also have some concerns on RLC spit that have not received serious analysis and discussions:
1. RLC window stalling
RLC window stalling issues was raised in [5]. During previous discussions, somebody expressed the opinion that this problem is similar to that in legacy systems and doesn’t need special treatment. Actually since the data streams are carried by two NodeBs now, the nature of the problem is a little bit different from that in a legacy scheme such as DC-HSDPA.

First of all, in a DC-HSDPA system the two cells generally have similar link conditions, when data begins to be lost on one link the other link may also suffer the same condition, thus the NB would stop asking for more data and the whole transmission would slow down, the window stalling is not the bottleneck here. While in a SF-DC system, two NodeBs would typically have different link conditions, when the data is blocked at one NodeB, the other NodeB may still be able to deliver data very fast, thus the window stalling is more likely to occur. 

Secondly, in the legacy system because there’s no data skew problem at RLC level and no need for extra delay before re-transmission can take place, the window stalling could be recovered more quickly than in SF-DC system. Although it’s claimed that appropriately chosen re-transmission timer could mitigate the problem, we doubt very much it could be easily achieved in a real implementation.

One more thing that needed to be mentioned is that a SF-DC UE is supposed to be at the cell edge, where data loss at one cell, which causes window stalling, is not a very rare event.

Though we believe that the RLC window stalling problem might be alleviated or avoided by implementing some advanced flow control algorithm or fine-tuned scheduler, the great complexity or the possible impact to system performance for non-SF-DC features can’t be neglected, so we would like to see more discussions and efficient solutions to the problem before RLC split option can be chosen.
2. NodeB switch for re-transmission
When one packet needs to be retransmitted, either judged by STATUS feedback or re-transmission timer expiry, it’s more reasonable to re-transmit it on the other NodeB. However we think there are some potential problems with NodeB switch and they have not been brought to attention yet.

According to the proposed solution to data skew problem in [4], the key element of the algorithm is how to determine the genuine data loss on each link by comparing the NACKed SNs to the largest ACKed SN recorded for each link. If a PDU is to be re-transmitted on another NodeB, it’s possible that the SN of retransmitted PDU is smaller than the largest ACKed SN on the new link. If a STATUS is reported shortly after this PDU is re-transmitted, the PDU could be regarded as lost again and another re-transmission will be unnecessarily initiated. 

Another issue is that when PDUs are transmitted in the other NodeB, the data may still exist in the original NodeB, which may keep trying to deliver these PDUs. We think it’s a waste of resources for the original NodeB and some Iub communication may be necessary for the RNC to instruct the original NodeB to erase those PDUs which have already been re-transmitted in the other NodeB.
Observation 1: the RLC split option would bring great complexity to the network implementation.

2.2 PDCP split option

There are simulations and analysis that suggest the PDCP split can offer similar gain as RLC split. 

The main drawbacks of PDCP split option are:

1. Possible data loss when one link is dropped
2. More spec changes are required
There is some solution suggested for the data loss issue[8]. In general we think that since the current PDCP implementation is quite simple, the possible enhancement to the PDCP implementation would not bring much complexity and would not affect other services a lot.

The required spec changes, such as mandatory use of SN and re-ordering function at UE side are also easy to implement, and the related specification effort is considered to be acceptable.

3 Conclusion
In this contribution we further evaluate the pros and cons of two data split options for MF-TX, and we come to realize that the RLC split option imposes more complexity and risk to the network implementation. Considering that the WI proposal explicitly emphasizes that the network implementation complexity should be properly evaluated and minimized, we propose that:
Proposal 1: the data split option should be decided before other discussions for inter-size MF-TX

Proposal 2: the PDCP split option is chosen for inter-site MF-TX
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