3GPP TSG RAN WG2 Meeting #75














R2-114479
Athens, Greece, 22nd-26th August 2011
Source:
QUALCOMM Incorporated

Title:
TCP Performance Evaluation of SF-DC Inter NodeB Aggregation Assuming Realistic RLC, Flow Control and Iub Congestions Control
Agenda item:


10.4
Document for:
Discussion
1
Introduction
In [1]-[4], system simulation results were presented to show the system gains of SF-DC aggregation assuming realistic RLC and flow control under different loading and SF-DC penetration scenarios. Simulation results showed significant performance gains. 

In [1]-[4], the Iub link is assumed to be perfect with infinite capacity. To demonstrate the system performance with limited Iub capacity, in this contribution, we present the simulation results under limited Iub link capacity and Iub congestion control algorithm. Special attention is paid to the impact on the RLC layer skew from the congestion. 
2
Simulation Setup and System Level Parameters
2.1 
System layout 
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Figure 1: Network layout

In general, the impact from the limited Iub link capacity is maximized when there is a single UE of very high throughput. Furthermore, the maximum impact from the limited Iub capacity on the skew of an existing SF-DC UE happens when the high throughput UE enters or leaves the cell. Henceforth, we adopt the following two-UE scenarios for our simulations. 

· UE 1 is either a SF-DC UE or a legacy UE. It is at 0dB geometry, and engages in downloading a large file using FTP. 
· In legacy mode, UE 1 is a legacy UE. It has cell 0 as its serving cell, as shown in Figure 1.
· In SF-DC mode, UE 1 is an Inter Node B SF-DC UE. It has cell 0 as its primary serving cell and cell 19 as its secondary serving cell. These two serving cells are almost equally strong.

· UE 2 is a legacy UE. It has a bursty traffic source with burst size 1Mb and inter-burst arrival time of 1 second. In different simulation runs, UE2 is located in different cells, but always at 15dB geometry. Choosing such a high geometry is to guarantee that its air-interface capacity is larger than the Iub link capacity. Whenever it has traffic, the Iub link will be congested. Furthermore, the traffic of UE2 is modelled as UDP to maximize the impact from the burst arrival and departure. 

In the simulations, we choose three different locations for UE 2

· Case 1:  UE 2 has cell 0 as its serving cell. In this case, UE 2 is in the primary serving cell of UE1, and shares both scheduler and Iub link with UE 1. 
· Case 2:  UE 2 has cell 19 as its serving cell. In this case, UE 2 is in the secondary serving cell of UE 1, and shares both scheduler and Iub link with UE 1 when UE 1 is in SF-DC mode. 

· Case 3:  UE 2 has cell 1 as its serving cell. In this case, UE 2 only shares Iub link with UE 1.

2.2
Iub Capacity

Based on our two-UE layout, only the Iub link capacity for Node B 0 (Cell 0, 1, and 2) and Node B 6 (Cell 18, 19, and 20) need to be specified. 

There are four cases for each simulation scenario:

1. Node B 0: 6Mbps Node B 6: 6Mbps;

2. Node B 0: 6Mbps, Node B 6: 2Mbps; 

3. Node B 0: 2Mbps, Node B 6: 2Mbps; 

4. Node B 0: 2Mbps, Node B 6: 6Mbps.

Based on the UE locations, with 6Mbps Iub link, air-interface is the bottleneck for UE 1; whereas with 2Mbps Iub link, Iub link is the bottleneck for UE 1. For UE 2, Iub link is always the bottleneck. 

2.3
Flow control and congestion control

Our latest flow control algorithm without Iub congestion consideration is presented in [7]. When the Iub could be the bottleneck, congestion control mechanism becomes a necessary component in the flow control. In this section, we present our overall flow control algorithm with the congestion control incorporated. 

Our congestion control algorithm can be seen as an extension and adaptation of the one described in [6]. New mechanisms are added to handle two serving cells and the prioritization between the primary and secondary UEs. The congestion control algorithm is also adapted to fit in our flow control framework. 

The salient features of our flow control algorithm with congestion control include: 

· Node B generates flow control requests periodically (every 60ms) based on the estimated throughput and target queuing delay

· Based on the known Iub link capacity, Node B scales the flow control requests by prioritizing the primary UEs (class 1, 2, and 3 over class 5)

· RNC sends data to each Node B every 10ms in proportion to the request

· Node B detects Iub congestion based on downlink Iub delay

· When congestion is detected, the flow control requests for all the UEs are further scaled down by Node B; the scaling recovers gradually when the congestion is over 

The details of the algorithm are discussed in Appendix A.  

2.4
Scheduler metric

We follow the Node B centric prioritization used in [7]. In particular, the scheduler provides a relatively higher priority for the primary traffic. The details in the scheduler are discussed in Appendix B. 
2.5
Other simulation assumptions
The rest of simulation assumptions are summarized in Table 1. They are the same as the corresponding assumptions used in [7]. 
Table 1: System Simulation Assumptions for MP-HSDPA

	Parameters
	Comments

	Cell Layout
	Hexagonal grid, 19 Node B, 3 sectors per Node B with wrap-around

	Inter-site distance
	1000 m

	Carrier Frequency
	2000 MHz

	Path Loss
	L=128.1 + 37.6log10(R), R in kilometers

	Penetration loss
	10 dB

	Log Normal Fading 
	Standard Deviation : 8dB

Inter-Node B Correlation:0.5

Intra-Node B Correlation :1.0

	Max BS Antenna Gain
	14 dBi 

	Antenna pattern
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	Channel Model
	PA3
Fading across all pairs of antennas is completely uncorrelated.

	CPICH Ec/Io
	-10 dB

	Total Overhead power
	30%

	UE Antenna Gain
	0 dBi

	UE noise figure
	9 dB

	Thermal noise density
	-174 dBm/Hz

	Maximum Sector

Transmit Power
	43 dBm 

	Soft Handover Parameters
	R1a (reporting range constant) = 6 dB,
R1b (reporting range constant) = 6 dB

	HS-DSCH 
	Up to 15 SF 16 codes per carrier for HS-PDSCH

-Total available power for  HS-PDSCH and HS-SCCH is 70% of Node B Tx power, with HS-SCCH transmit power being driven by 1% HS-SCCH BLER

	CQI
	9 slot CQI delay

CQI estimation noise is Gaussian with mean of 0 dB and variance of 1dB
CQI Decoding at Node-B is ideal.

	Number of H-ARQ processes
	6

	Maximum active set size
	3

	Traffic

	OCNS
	 OCNS=0, namely all sectors transmit at full power only when they have data. 

	DL Scheduling
	Node B centric soft prioritization (detailed description can be found in Appendix B) 

	Number of MAC-ehs entities
	· For Intra-NB schemes, there is only one MAC-ehs entity at the UE. 

· For Inter-NB schemes, there are two MAC-ehs entities at the UE, one for each cell.

	RLC layer modeling
	A detailed description of RLC modeling can be found in [5].
· RLC PDU size is fixed as 300 bytes

· RLC PDU header is 2 bytes

· Timer_Status_Prohibit is 100ms
The following RLC modeling is for Inter-NB scheme only.

· For each RLC sequence number gap, RLC sender at RNC distinguishes whether the gap is caused by skew or genuine loss
· RNC keeps a record on which cell a RLC PDU is sent to for the first time and which RLC PDU has been retransmitted
· RNC calculates the largest sequence number ACKed in each cell
· For each reported sequence number gap 

· If the PDUs in the gap have never been retransmitted, and the sequence number in the gap is larger than the largest sequence number ACKed in the same cell, the sequence number gap is identified as skew
· Otherwise it is identified as a genuine loss

· RLC retransmission
· If a NACKed PDU is a genuine loss, retransmit the PDU
· If a NACKed PDU is a skew, 
· A timer called RetransmissionDelayTimer is started
· The PDU will be retransmitted if the PDU has not been ACKed when the RetransmissionDelayTimer expires. 

· In this simulation, RetransmissionDelayTimer is 300ms.

· Existing Status PDU format and reporting mechanisms remain the same
 

	ACK Decoding
	Realistic Decoding performed. 

Correlator based decoding used. Received HSDPCCH symbols are correlated with each of the possible codewords and the codeword corresponding to the highest correlator output is chosen, subject to a given false-alarm probability (10%).

ACK C2Ps used for Baseline: Non-SHO (0 dB), SHO (4 dB) (Rel-7 ACKs)

ACK C2Ps used for Intra NB SF-DC: Non-SHO (2 dB), SHO (6 dB) (Rel-8 ACKs)

ACK C2Ps used for Inter NB SF-DC: Non-SHO (2dB), SHO (8 dB) (Rel-8 ACKs)


3
Simulation Results 

Scenario I: UE 1 only

Table 2 shows the TCP throughput and throughput gain for the case where only UE 1 is in the network. It is worth noting that with a single UE in the network, Iub link can be the bottleneck, but Iub congestion does not happen, as the flow control request is scaled in accordance with the Iub link capacity (please refer to Appendix A for a detailed description of the algorithm).

In all the cases in Table 2, SF-DC achieves significant throughput gain over legacy case. More interestingly, in the Iub limited case, the throughput is decided mainly by the Iub link capacity, and SF-DC UE shows 100% or higher gain over legacy UE since two Iub links are utilized. This can be seen as ‘Iub diversity’ or ‘backhaul diversity’. 
Table 2: TCP Throughput Gain for UE 1 Only Case

	
	Iub Link Capacity (Mbps)
	TCP Throughput (Mbps)
	Throughput Gain (%)

	
	Primary Cell
	Secondary Cell
	SF-DC mode
	Legacy mode
	

	Air-interface limited
	6
	6
	6.7
	4.4
	52.3

	Unbalanced Iub
	6
	2
	5.3
	
	20.5

	Iub limited
	2
	2
	3.8
	1.9
	100

	Unbalanced Iub
	2
	6
	5.3
	
	179


Scenario II: UE 1 and UE 2
In this scenario, we have both UE 1 and UE 2 in the network. Since UE 2 is at a high geometry location, when it has new burst, the Iub link is congested immediately. Iub congestion is recovered through the congestion control algorithm. 

In Table 3, we show the TCP throughput and throughput gain for UE 1. Substantial gain from SF-DC is observed in all the cases. In particular, in Case 1 and Case 3, where Iub link is highly congested on the primary serving cell of UE 1, Inter Node B SF-DC provides backhaul diversity and shows significant throughput gain over legacy case. 

During the simulation, there is no TCP retransmission or TCP timeout. No RLC window limitation is observed. The RLC retransmission due to skew timer expiration is negligible. 
Table 3: TCP Throughput and Throughput Gain for UE 1
	Iub Link Capacity (Mbps)
	Case 1: UE 2 is in cell 0 

(Primary serving cell of UE 1)
	Case 2: UE 2 is in cell 19 
(Secondary serving cell of UE 1)
	Case 3: UE 2 is in cell 1 
(Share Iub link with UE 1)

	Pri
	Sec
	Throughput in SF-DC mode (Mbps) 
	Throughput in Legacy mode (Mbps)
	Gain (%)
	Throughput in SF-DC mode (Mbps) 
	Throughput in Legacy mode (Mbps)
	Gain (%)
	Throughput in SF-DC mode (Mbps) 
	Throughput in Legacy mode (Mbps)
	Gain (%)

	6
	6
	6.3
	3.6
	75
	6.1
	4.1
	48.8
	6.3
	3.6
	75.0

	6
	2
	5.0
	
	38.9
	4.5
	
	9.8
	5.2
	
	44.4

	2
	2
	3.0
	1.1
	173
	2.7
	1.9
	42.1
	3.0
	1.1
	173

	2
	6
	4.8
	
	336
	4.8
	
	153
	4.8
	
	336


Table 4
 shows the RLC retransmission rate due to skew timer expiration. It can be seen that Iub congestion has little impact on RLC skew with Inter Node B SF-DC.
Table 4: RLC Retransmission Rate due to Skew Timer Expiration for UE 1

	Iub Link Capacity (Mbps)
	RLC Retransmission Rate due to Skew Timer Expiration (%)

	Pri
	Sec
	Case 1: UE 2 is in cell 0 

(Primary serving cell of UE 1)
	Case 2: UE 2 is in cell 19 

(Secondary serving cell of UE 1)
	Case 3: UE 2 is in cell 1 

(Share Iub link with UE 1)

	6
	6
	0.005
	0.1
	0

	6
	2
	0.2
	0.4
	0.08

	2
	2
	0
	0
	0

	2
	6
	0.1
	0.2
	0.09


In Table 5, we show the burst rate and burst rate gain for UE 2. In all cases, there is negligible impact to UE 2.
Table 5: Burst Rate and Burst Rate Gain for UE 2

	Iub Link Capacity (Mbps)
	Case 1: UE 2 is in cell 0 

(Primary serving cell of UE 1)
	Case 2: UE 2 is in cell 19 
(Secondary serving cell of UE 1)
	Case 3: UE 2 is in cell 1 
(Share Iub link with UE 1)

	Pri
	Sec
	UE 1 in SF-DC mode (Mbps) 
	UE 1in Legacy mode (Mbps)
	Gain (%)
	UE 1 in SF-DC mode (Mbps)
	UE 1in Legacy mode (Mbps)
	Gain (%)
	UE 1 in SF-DC mode (Mbps)
	UE 1in Legacy mode (Mbps)
	Gain (%)

	6
	6
	2.5
	2.5
	0
	4.5
	4.5
	0
	2.5
	2.5
	0

	6
	2
	2.6
	2.6
	0
	4.5
	4.5
	0
	2.6
	2.6
	0

	2
	2
	1.2
	1.2
	0
	1.8
	1.8
	0
	1.2
	1.2
	0

	2
	6
	1.2
	1.2
	0
	1.8
	1.8
	0
	1.2
	1.2
	0


4. 
Conclusions

In this document, we have shown the Inter Node B SF-DC gain and the impact to legacy UEs assuming realistic RLC, flow control, and Iub congestion control. 

In all scenarios, Inter Node B SF-DC shows significant throughput gain. The Iub congestion has little impact on the RLC skew with Inter-NodeB SF-DC. More interestingly, the congested Iub often increases the gain from Inter-NodeB SF-DC through the ‘Iub diversity’ or backhaul diversity. A maximum gain of 180% is seen when the legacy loading UE is not present. Moreover, when the Iub link of the primary serving cell is heavily congested, Inter Node B SF-DC provides a backhaul diversity to allow a SF-DC UE to utilize a less congested Iub link on the secondary serving cell. In such a case, a maximum gain of 336% is observed.
The impact to legacy UEs is negligible in all scenarios.
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Appendix A: Detailed Description of the Flow Control and Congestion Control Algorithm

A.1 Terminology
For the ease of our discussion, we divide the UEs in a Node B into four classes
1. Non-SF-DC Primary UEs: legacy UEs or SF-DC capable UEs outside the soft or softer handover region
2. UEs in Intra-Node B Aggregation: UEs who have both serving cells at this Node B 
3. Primary UEs in Inter-Node B Aggregation: UEs who have a cell at this Node B as their primary serving cell and whose secondary serving cell is in a different Node B 
4. Secondary UEs in Inter-Node B Aggregation: UEs who have a cell at this Node B as their secondary serving cell and whose primary serving cell is in a different Node B from this cell

The flow control including congestion control is applied on a per-flow basis. One stream of flow control request for a flow is generated at each Node B. Therefore, UEs in class 1, 2 have one stream of request whereas UEs in class 3 and 4 have two streams. 

A.2 Iub Flow Control and Congestion Control
Our latest flow control algorithm without Iub congestion consideration is presented in [7]. When the Iub could be the bottleneck, congestion control mechanism becomes a necessary component in the flow control. In this section, we present our overall flow control algorithm with the congestion control incorporated. 

Our congestion control algorithm can be seen as an extension and adaptation of the one described in [6]. 
A.2.1 Assumptions on the Iub capacity

The assumptions in this subsection are applied to the subsection of A.2. More general scenarios will be discussed in A.3. 

The Iub capacity is configured on a per Node B basis. All the cells at the same Node B share the Iub capacity. However, there is no sharing between different Node Bs. Consequently, the Iub capacity of each Node B is fixed. 

We assume the fixed Iub capacity is known to the Node B, but not known to the RNC. 
A.2.2 Scaling of the flow control requests

As in our flow control algorithm in [7], Node B generates the request based on the estimated flow throughput and the corresponding target queueing delay. Note that the Node B also monitors the cell load from the primary traffic in the form of average TTI utilization per second occupied by the primary UEs. If the cell load from the primary traffic is higher than a threshold (say 40%), the Node B generates a zero-byte request for all the secondary UEs in that cell. In our simulations in this contribution, since UE2 requires a very small TTI utilization, this feature is not explicitly simulated. The result should remain unchanged. 

Given that the amount of data requested may be larger than Iub link capacity, to avoid unnecessary Iub link congestion, Node B may need to scale the requests of each flow to keep the total request under control. Moreover, for a system with Inter-NodeB SF-DC, the Node B needs to prioritize primary UEs over secondary UEs to minimize the impact of SF-DC feature to primary UEs. Here the primary UEs include all the legacy UEs and SF-DC UEs who have this cell as their primary serving cell (Class 1, 2, and 3), whereas the secondary UEs include those SF-DC UEs who have this cell as their secondary serving cell (Class 4). 
To fulfill these purposes, Node B calculates the total requests from all the flows and scales the request in accordance with the Iub capacity and a two-tier prioritization scheme. Specifically, let’s denote the Iub capacity as C. For each flow i, let’s denote the request is Ri. Note that the calculation of Ri for each flow can happen at different time to flatten the computational load at the Node B. At seen later, the final amount to request in a CAPACITY ALLOCATION (CA) message for each flow may depend on the amount of requests for other flows. In that case, in the calculation, the stored values of the request amount for other flows are used.  
The flow control request is generated for each flow. However, the prioritization between the primary and secondary UEs is applied to UEs. In the following, the flow and the corresponding UE may be used interchangeably if the context is clear without confusion. 

If, among the primary UEs in class 1, 2 and 3,   
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then the request from an primary UE i, Ri is scaled as 
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otherwise, the remaining capacity is distributed among the secondary UEs in class 4, in proportion to their requests.  
The requests Ri is subject to further scaling based on the congestion state determined by the following congestion reaction algorithm at the Node B. 
A.2.3 Congestion detection

Node B detects Iub congestion based on the measured DL Iub delay. In our algorithm, the congestion state is maintained for each flow. 
To enable the delay estimation by the Node B, the RNC must insert the Delay Reference Time (DRT) [6] in the NBAP data frame. Node B calculates the Iub delay based on the time it receives the MAC PDU from the RNC and DRT. 

During each flow control cycle, a counter of congested packets is maintained. If downlink Iub delay is larger than a threshold, Tthresh,delay, for an incoming packet, the counter of congested packets is incremented by one. At the end of each flow control cycle, if the counter of congested packets is higher than a threshold, Cthresh, congestion is declared for this flow. 
In our study, Tthresh,delay = 20ms and Cthresh = 5. 
It is worth noting that in the steady state without flows arriving or departing, there is no congestion on the Iub due to the scaling mechanism mentioned in A.2.2. However, when a new flow arrives and Node B generates the first request for this flow, congestion could happen since the request amount of all the existing users have not been updated accordingly. 

A.2.4 Congestion reaction by the Node B

The request for UE i, Ri , after the scaling in A.2.2, is further regulated:









Ri = vi * Ri 

where vi = 0.5, if congestion is detected for flow i; otherwise,  vi = min[(vi + 0.1), 1]. In other words, when the flow is in congestion, its request is reduced to half; otherwise, the reduction factor gradually recovers to 1. 
A.2.5 RNC algorithm with congestion consideration

As stated in A.2.3, the RNC must insert the Delay Reference Time to the NBAP data frame to enable the Node B delay estimation. 
There is no further action by the RNC for the congestion consideration in the steady state. 

In the transient time after a new burst for a primary UE (class 1,2 and 3) arrives, to avoid congestions caused by the existing secondary UEs, the RNC provides temporary priority to the new primary UE in its response to the flow control requests. When the initial CA message from the new primary UE arrives at RNC, the previously received CA request for a secondary UE (class 4) has not taken this into account yet. Before receiving the next CA message for an existing secondary UEs (class 4), RNC will transmit data to the new primary UE according to its request and temporarily reduce the data sent to the secondary UEs (class 4) by the same amount. Normal response for an existing secondary UE (class 4) resumes after RNC receives its next CA message. 

Here is a simple example of the temporary prioritization.  Assume UE1 is an Inter Node B SF-DC UE with Cell 1 as its primary serving cell and Cell 2 as its secondary serving cell. Cell 1 is at Node B 1 and Cell 2 is at Node B 2. UE1 is the only UE in Cell 2. UE 1 currently requests 3Mbps from Cell 1, and 3Mbps from Cell 2. Assume the Iub capacity is 3Mbps for each cell. At some time, UE 2 comes into Cell 2 and requests 1 Mbps. When the initial CA for UE 2 arrives, RNC sends 1 Mbps (worth of data) to UE 2, and sends 2 Mbps to Cell 2 for UE1. The next CA from Cell 2 for UE1 will request 2 Mbps on its own. The flow control enters its steady state. 
The temporary prioritization can reduce the magnitude of the possible congestion when a new flow comes in. When the Iub link capacity is not the bottleneck, the temporary prioritization may cause temporary under-utilization of the Iub and temporary reduction in throughput of the existing secondary UEs.  
A.3 Extensions to more general deployment scenarios

In the above discussion, we assume the Iub link capacity C is known at Node B. However, in practical networks, Node B may only know the Iub link capacity through estimation which may not be perfect. This requires NodeB to periodically update the Iub link capacity based on the estimation. Meanwhile, the congestion control scheme should be robust to estimation error to some extent. Congestion detection can be amended to also considering packet losses and further throttling the flow control requests. 
Appendix B: Priority between the primary and secondary UEs

The scheduling priority between the primary and secondary UEs is an important part of the Node B centric prioritization scheme. 

For a UE i, served by cell k, either as the primary or secondary serving cell, its priority is based on generalized  classic PF metric: i,kRreq, i,k/( Rserved,i,k) where Rreq, i,k is the requested data rate based on CQI, Rserved,i,k is the average served rate. 
Before the delay compensation defined below is applied, the multiplicative factor i,k is configured as the following: 
· If UE i is a primary UE, belongs to class 1 or 3 in cell k: i,k= >1.

· If UE i belongs to class 2 in cell k: i,k= if cell k is the primary serving cell; i,k=1 if cell k is the secondary serving cell. 
· If UE i belongs to class 4 in cell k: i,k=
The values of i,k is chosen such that the secondary UEs is given a relatively lower priority when there are data for any of the primary UEs. The scheduling for UEs in Intra-NB SF-DC is joint across all the cells in the Node B. 
In addition, the scheduler metric of a UE is compensated if its packet delay is longer than a threshold. More specifically, for UE i in cell k, if any of its packets is delayed longer than a threshold, Tthresh,delay, i,k is doubled. 

The delay compensation is introduced to mitigate the following side effect of PF scheduler: during the transient time right after a new user arrives, the new user has a very high scheduler metric and the packets for an existing user may experience excessive delay. This side effect already exists in the legacy system. With SF-DC, the excessive delay, although transient, may cause a large skew and trigger unnecessary RLC retransmissions. 
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