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1
Introduction
In [1], a basic framework to evaluate the system performance of the various Multi-Point HSDPA schemes was agreed upon. In [2], simulation results under a variety of loading conditions and SF-DC and legacy UE mix were summarized, showing the system gains of SF-DC aggregation assuming ideal RLC and flow control. The simulation results assuming realistic RLC and flow control were first presented in [4]-[7] and summarized in [8].  

The flow control algorithm used in [4]-[8] was discussed in details in the Appendix of [4]. To preserve the performance of the non-SF-DC UEs, the following RNC-centric prioritization scheme was used: if the RNC has any data for the primary UEs in a cell, it will not respond to the flow control requests from that cell for the secondary UEs; in addition, when a Node B has any data for the primary UEs in a cell, it will request zero byte for each of the secondary UEs in that cell.  
There were two major concerns raised regarding the above mentioned RNC-centric prioritization scheme: the first one is that a single flow with low throughput but frequent bursts, like a VoIP flow, could block the SF-DC feature; the second one is the high implementation complexity at the RNC. To address these concerns, we have designed an alternative Node B centric prioritization scheme, which provides a soft priority to the primary UEs in the scheduler metric and switching the service to the secondary UEs on or off dynamically based on the cell loading. We have also simplified the flow control algorithm. The details of the priority scheme and the flow control algorithm are presented in the Appendix. 

We will present the simulation results of the Node B centric prioritization scheme and compare the system performance with the earlier RNC centric scheme. We will first introduce the new Node B centric prioritization scheme on Section 2 and present the results in Section 3. In addition, concerns were raised on the possibility of RLC window limitations. In all our simulations with realistic RLC model, including those in [4]-[8] and those presented here, no RLC window limitations are observed. We have also carried out a stress test in which an unrealistically small RLC PDU size is used. Even in the stress test, the likelihood of RLC window limitation is at most negligible. The issue of RLC window limitation is discussed in detail in Section 4. Section 5 concludes this contribution. 
2
Node B Centric Prioritization

There are two major components in the Node B based prioritization scheme: scheduling priority between the primary and secondary UEs and flow control adaptation to load. 
2.1
Scheduling priority between primary and secondary UEs

To facilitate the discussion, we divide the UEs in a cell into the following two classes: 
1. Primary UEs: legacy UEs or SF-DC UEs who have this cell as their primary serving cell 
2. Secondary UEs: SF-DC UEs who have this cell as their secondary serving cell.
For a UE i, served by cell k, either as the primary or secondary serving cell, its priority is based on generalized  classic PF metric: i,kRreq, i,k/( Rserved,i,k) where Rreq, i,k is the requested data rate based on CQI, Rserved,i,k is the average served rate. 
Before the delay compensation defined below is applied, the multiplicative factor i,k is configured as the following: 
· If UE i belongs to class 1 in cell k: i,k= >=1.
· If UE i belongs to class 2 in cell k: i,k=
It is expected that as  increases, secondary UEs would have lower priority over primary UEs at the scheduler. As a result, the SF-DC gain is reduced, but the impact to primary UEs also diminishes. The values of  should be chosen to achieve a balance between the SF-DC gain and the impact to primary UEs. 
In addition, the scheduler metric of a UE is compensated if its packet delay is longer than a threshold. More specifically, for UE i in cell k, if any of its packets is delayed longer than a threshold, Tthresh,delay, i,k is doubled. 
The delay compensation is introduced to mitigate the following side effect of PF scheduler: during the transient time right after a new user arrives, the new user has a very high scheduler metric and the packets for an existing user may experience excessive delay. This side effect already exists in the legacy system. With SF-DC, the excessive delay, although transient, may cause a large skew and trigger unnecessary RLC retransmissions. 
2.2
Flow control adaptation to load
The soft priority between the primary and secondary UEs may not be enough to maintain negligible loss to the primary UEs under heavy loading. Henceforth, on top of the flow control algorithm, we introduce a load adaptation scheme at Node B to dynamically change the amount of data to request for secondary UEs. Specifically, the Node B calculates the loading from the primary UEs in each cell, Lprimary. If in a cell, the loading from primary UEs is higher than a threshold, Lthresh,primary, the amount of data to request is set to 0 for all Inter Node B SF-DC UEs who has this cell as their secondary serving cell. In this simulation, the loading is measured by the average TTI utilization from primary UEs during a one-second window. The integration of this load adaptation to our flow control algorithm is presented in the Appendix.
3
Simulation Results 

We now present system simulation results for Intra+Inter-NB SF-DC aggregation with realistic RLC and flow control modelling and Node B centric prioritization scheme. Note that more complete results and detailed simulation assumptions are summarized in [9]. 
In Table 1 to Table 5, we present the mean burst rate gain for different user loading and the scheduling priority factor α. For comparison, we also show the mean burst rate gain with RNC-centric prioritization scheme as a benchmark. It can be seen that in lightly loaded networks, α has little impact on SF-DC gain. While in heavily loaded networks, as α increases, the gain for both soft- and softer-HO UEs decreases, but the impact to non-SHO UEs is also getting smaller. This is because, as α increases, primary UEs have higher priority over secondary UEs at the scheduler. By carefully choosing α, one can achieve the balance between minimizing the impact on non-SHO UEs and achieving reasonable gains for SF-DC UEs. Moreover, when network is heavily loaded (16 UEs per cell), the gain for soft-HO UEs diminishes while the gain for softer-HO UEs remains. This is because when a cell is heavily loaded, the load adaption scheme would prevent the NB to request data for soft-HO UEs who have this cell as their secondary cell. While for softer-HO users, they can still be scheduled on this cell.
	Table 1: Mean Burst Rate Gain with 1 UE/cell

α
	Mean Burst Rate Gain (%)

	
	All UEs
	Non SHO UEs
	Softer HO UEs
	Soft HO UEs

	1
	9.6
	0
	47
	25

	2
	9.3
	0
	47
	24

	5
	9.3
	0
	47
	24

	RNC centric prioritization
	9.0
	0
	46
	25


Table 2: Mean Burst Rate Gain with 2 UEs/cell

	α
	Mean Burst Rate Gain (%)

	
	All UEs
	Non SHO UEs
	Softer HO UEs
	Soft HO UEs

	1
	9.6
	-1.2
	45
	27

	2
	10.3
	-0.5
	44
	27

	5
	10.3
	-0.5
	44
	27

	RNC centric prioritization
	10.3
	-0.2
	43
	27


Table 3: Mean Burst Rate Gain with 4 UEs/cell
	α
	Mean Burst Rate Gain (%)

	
	All UEs
	Non SHO UEs
	Softer HO UEs
	Soft HO UEs

	1
	6.1
	-2.7
	41
	23

	2
	7.1
	-0.7
	40
	20

	5
	7.3
	-0.4
	40
	21

	RNC centric prioritization
	7.3
	-0.5
	38
	23


Table 4: Mean Burst Rate Gain with 8 UEs/cell
	α
	Mean Burst Rate Gain (%)

	
	All UEs
	Non SHO UEs
	Softer HO UEs
	Soft HO UEs

	1
	2.0
	-4.6
	46
	19

	2
	4.3
	-1.2
	41
	17

	5
	4.4
	-0.5
	40
	17

	RNC centric prioritization
	4.8
	-0.8
	34
	20


Table 5: Mean Burst Rate Gain with 16 UEs/cell
	α
	Mean Burst Rate Gain (%)

	
	All UEs
	Non SHO UEs
	Softer HO UEs
	Soft HO UEs

	1
	-2.0
	-8.0
	56
	-1.3

	2
	0.8
	-2.2
	35
	-1.4

	5
	1.0
	-1.2
	27
	-1.3

	RNC centric prioritization
	0.5
	-1.4
	20
	5.8


Table 6 shows the RLC retransmission rate for all UEs. The retransmission rate is very small for all cases. Rare occurrence of RetransmissionDelayTimer expiration is observed when network is heavily loaded, and the impact on throughput degradation is negligible. Through the simulation, no RLC window limitation is observed.  
Table 6: RLC Retransmission Rate, α = 5
	UE per cell
	1
	2
	4
	8
	16

	Baseline: overall RLC retransmission rate
	0
	7E-5
	4E-5
	8E-5
	3E-4

	SF-DC
	Overall RLC retransmission rate
	2E-4
	4E-4
	6E-4
	3E-3
	6E-3

	
	RLC retransmission due to skew timer expiration
	0
	0
	5E-4
	3E-3
	5E-3


4. 
RLC Window Limitation
Generally speaking, RLC window limitation is not new to SF-DC. It could happen in the legacy system. Given a RLC PDU size, Timer Status Prohibit (TSP) value and RLC window size, with a certain RLC Round-Trip Time (RTT), the highest RLC throughput without RLC window limitation can be calculated as: 

Highest RLC throughput without RLC window limitation= RLC PDU size * RLC window size / (TSP/2+RTT). 

where TSP/2+RTT  is the average delay between sending a packet and receiving its ACK. 

With MAC-ehs segmentation in and after Release 7, the RLC PDU size should be chosen so that the peak throughput can be achieved. For example, with 300 bytes (2400 bits) PDU size as used in our simulations, RLC window of 2048 PDUs, TSP=100ms and RTT=50ms, the highest throughput without RLC window limitation is (2400*2048)/(100ms/2+50ms)=49 Mbps. 

For SF-DC, there is a new possibility of RLC window limitation when one of Node B is completely stalled while high throughput is sustained at the other Node B. There is a large skew in this situation. Since the retransmission for the skewed packets is delayed, RLC window limitation could occur. However, the likelihood of RLC window limitation is still very small. The maximum throughput for this SF-DC user from the good Node B without RLC window limitation can be calculated as

Highest throughput from the good Node B without RLC window limitation= RLC PDU size * RLC window size / (RetransmissionDelayTimer+TSP/2+RTT). 

In our simulations, RetransmissionDelayTimer=300ms, so Highest RLC throughput from the good Node B without RLC window limitation is about 12 Mbps, which is very high for the single-cell throughput of a SF-DC UE since such UEs must be located in the soft handover region. Moreover, as observed in our simulations, large skew resulting in RetransmissionDelayTimer expiry is very rare. Typically the skew is much shorter and therefore, RLC window limitation rarely happens. 
Even when RLC window limitation happens, although no new RLC PDU can be generated at RNC, data may still be available in NB buffer for transmission. In such a case, as long as the TTI utilization at the scheduler is close to 100% during the burst, there is no performance loss due to RLC window limitation. 

In all our simulations with RLC model so far, including those in [4]-[8] and those in Section 4, there no RLC window limitation observed. The TTI utilization during a burst is close to 100% (considering the TTIs from when the first SDU of a burst arrives at NB to the last SDU of the burst leaves NB).
To further study this issue, we have carried out a ‘stress test’ with an unrealistically small RLC PDU size of 640 bits (80 bytes). Moreover, the burst size follows the alternative model in [1] where the mean burst size is 4 Mb. To provide an upper bound on the likelihood of window limitation, the flow control adaptation to load, as described in Section 2.2, is disabled. All the other aspects in the setup of this stress test are the same as those used in our regular simulations in Section 3. 
Since in baseline system, the window limitation happens to UEs with high throughput, we focus on a UE with 15dB geometry, and plot in Figure 1 this UE’s RLC window occupancy. In SF-DC system, we focus on an Inter NodeB SF-DC UE in SHO region, and plot its RLC window occupancy in Figure 2. In both cases, with small RLC PDU size, RLC window limitation is observed, though with a small probability. With large RLC PDU size, RLC window is far from stalling. 
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Figure 1: RLC Window Occupancy in Baseline System
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Figure 2: RLC Window Occupancy in SF-DC System

Table 7 below shows the overall probability of RLC window limitation. As seen there, even with small RLC PDU size, such probability is at most negligible. 
Table 7 RLC Window Limitation Rate, RLC PDU size = 80 bytes
	# UE per cell
	RLC window limitation rate (%)

	
	Inter Node B SF-DC 
(w/o load adaptation)
	Baseline

	
	=1
	=2
	=5
	

	1
	~0
	~0
	~0
	~0

	2
	~0
	~0
	~0
	~0

	4
	~0
	~0
	<0.1
	~0


5. 
Conclusions

In this document, we have shown significant burst rate gains in a system when Intra + Inter-NB SFDC operation are enabled. The gain is present with realistic modeling of RLC and flow control, and the NB centric prioritization scheme. Furthermore, the gain with the NB centric prioritization scheme is very similar to the gain observed in [4] under the same loading. 

Compared with Intra-NB only SF-DC, the overall the system gain increases significantly with Intra+Inter-NB SF-DC operation. 

Overall, the impact from the RLC skew is minor. The probability of RLC window limitation is at most negligible. The RLC retransmission rate is very small in general. The extra RLC retransmission due to the expiration of the RetransmissionDelayTimer is negligible.  
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Appendix A: Detailed Description of the Flow Control Algorithm
For each priority queue of a UE, the Iub flow control regulates the data rate sent from the RNC to Node B. There are two main parts in the Iub flow control: 

1. Node B algorithm to calculate the amount of data to request from RNC. 

2. RNC algorithm to respond to Node B flow control request. 
The Node B maintains an adaptive target queue length (QTarget). 

QTarget is linked to the estimated flow throughput through its upper bound, called QUpperBoundThrpt. QUpperBoundThrpt is adjusted dynamically to be proportional to the filtered throughput for the flow. The ratio between QTarget and the filtered throughput can be viewed as the targeted queuing time at Node B. This ratio is controlled in such way that it is a decreasing function of the filtered throughput and its range is within an upper and lower bound. 
The filtered flow throughput is measured only when the flow has a non-empty Node B queue. 

A.1 Flow control algorithm: Node B part

For the ease of presentation, let’s define the following terms: 

Variables: 
QTarget

Target of Node B queue length (in bytes)

QNB





   
Actual Node B queue length (in bytes), 

Thrptest

Estimated throughput (in kbps)

Thrptinstant





Instantaneous throughput (in kbps)

Tqueuing 

Target queuing time at Node B (in ms). 

QUpperBoundThrpt




An upper bound on QTarget based on Thrptest

Lprimary

Average load from primary UEs in each cell. Currently it is measured by the average TTI utilization. 
Parameters: 

Tmax and Tmin

The upper and lower bound of Tqueuing. By default, Tmax=200ms and Tmin= 60ms. 


Thrptmax  and Thrptmin

The upper and lower bound of Thrptest in calculating the target queue. By default, Thrptmax is the peak rate of the UE, Tthrptmin=100kbps. 


Thrptest,init

Initial value of Thrptest. By default, Tthrptest,init=1000kbps. 


Tc,fc

Time constant for the estimated throughput used by flow control. By default, Tc,fc=600 ms. 

Qtarget, max

A fixed upper bound of the target queue length(QTarget). By default, Qtarget, max=2MB. 

Lthresh,primary

Threshold on the average load from primary UEs. By default, Lthresh,primary = 0.4;
The following is a description of the Node B algorithm. 

1. Throughput estimation

The flow throughput estimation should not be updated when the Node B queue is empty. 
The initial value of Thrptest,init will be used to control the amount of data to request in the beginning of a new data session.
An IIR filter is used to update Thrptest per TTI:

Thrptest= (1-1/Tc,fc) Thrptest + (1/ Tc,fc) Thrptinstant 

 



if QNB>0, 

where 
Thrptinstant=TBS/2ms

if a new TBS is transmitted         
        
           







Thrptinstant=0
                
otherwise. 

Thrptest= Thrptest  (unchanged)

if QNB=0. 

In addition, Thrptest is bounded between Thrptmin and Thrptmax. 
2. Freezing target queue length when RNC queue is empty

The adaptation of QTarget is frozen when RNC indicates an empty queue in the CAPACITY REQUEST message.  

3. Queue length upper bound as a function of throughput

QUpperBoundThrpt is tied to Thrptest and Tqueuing: 

QUpperBoundThrpt=Thrptest*TQueuing 

where TQueuing is a decreasing function of Thrptest. One example is a linear function: 

 TQueuing= Tmax - ( Thrptest – Thrptmin )*(Tmax -Tmin)/ ( Thrptmax – Thrptmin )

Here TQueuing = Tmin when Thrptest. = Thrptmax , TQueuing = Tmax when Thrptest. = Thrptmin, and is a linear decreasing function of Thrptest.when Thrptest.is in between. This function is shown below in Figure A.1
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Figure A.1 TQueuing as a function of Thrptest. 

4. Further bounds on QTarget 

QTarget =min (QUpperBoundThrpt, Qtarget,max) where Qtarget,max is a fixed upper bound. 

5. Amount of data requested in Capacity Allocation

For each priority queue, the Node B attempts to maintain the target queue length(QTarget). Therefore, the Node B proposes to request from RNC in the amount of max(QTarget- QNB, 0). The actual amount in the CA message is subject to the following load adaptation. 

6. Load adaptation

The Node B calculates the loading from the primary UEs in each cell, Lprimary. If in a cell, the loading from primary UEs is higher than a threshold, Lthresh,primary, the amount of data to request is set 0 for all Inter Node SF-DC UEs who has this cell as their secondary serving cell. In this simulation, the loading is measured by the average TTI utilization from primary UEs during a one-second window. 

A.2 
Flow control algorithm: RNC part

A.2.1 Rate based algorithm

For UEs in Inter-Node B Aggregation, the flow control request from each Node B is processed independently. The requests from the two serving cells can arrive at different time.  

The RNC sends data to the Node B more frequently than the Capacity Allocation message arrivals. The RNC treats the amount of data requested by a Node B as an indication of the data rate the Node B can serve the UE. 

If the amount of data at RNC is less than the total amount of data requested from a Node B, the RNC sends data to this Node B in proportion to its request. The unfilled part of the request is not carried over to the next data sending interval for that cell. 

A.2.2

Pseudo-code of the algorithm

Let’s define the following variables for a UE in Inter-NodeB Aggregation: 

Dreq,primary 


Amount of data requested by the primary serving cell. 

Dreq,secondary

Amount of data requested by the secondary serving cell. 

Cprimary 


Credit of the primary serving cell. 

Csecondary


Credit of the secondary serving cell. 

primary



The ratio of DRNC (defined below) and Cprimary. 


secondary


The ratio of DRNC (defined below) and Csecondary. 


Tarrival,primary
Time offset in the arrival of the CA message from the primary serving cell. It incorporates the offset in the Node B request generation and transmission delay from Node B to RNC.

Tarrival,secondary
Time offset in the arrival of the CA message from the secondary serving cell. 

Tsending,primary
Time offset in RNC sending data to the primary serving cell. 

Tsending,secondary
Time offset in RNC sending data to the secondary serving cell. 

Let’s define the following variables for a legacy UE or a UE in Intra-NodeB Aggregation: 

Dreq,serving

Amount of data requested by the serving Node B. 

Cserving


Credit of the serving Node B. 

serving


The ratio of DRNC (defined below) and Cserving. 


Tarrival,serving        Time offset in the arrival of the CA message from the serving cell. 

Tsending,serving    Time offset in RNC sending data to the serving cell.

The following variables are defined for each UE: 

DRNC


Amount of data in RNC buffer.

The following parameters are for the entire RNC: 

Tchecking
Period for RNC to process the flow control algorithm. Tchecking =10 ms. 

Tfc
Period for RNC to jointly process the flow control requests. Default value is 60 ms. 

Smin
Minimum RNC buffer size below which the data will only be sent to the Node B where the primary serving cell resides. Default value is 300 bytes.

Let tRNC be the system time at RNC. 

The algorithm for a UE in Inter-Node B Aggregation is described as the following. 

1. Initialization: Please see A.2.3.  

2. At Tfc interval for the primary serving cell (namely if tRNC=nTfc+ tarrival,primary): if a flow control request arrives from the primary serving cell, set Cprimary =Dreq,primary*Tchecking /Tfc; otherwise, Cprimary remains unchanged. 

At Tfc interval for the secondary serving cell (namely if tRNC=nTfc+ tarrival,secondary): if a flow control request arrives from the secondary serving cell, set Csecondary =Dreq,secondary*Tchecking /Tfc; otherwise, Csecondary remains unchanged.

3. At every Tchecking interval for the primary serving cell (namely if tRNC=nTchecking+ tsending,primary): 

a. compute primary= DRNC/Cprimary,

b. send min(primary, 1)*Cprimary to the primary serving cell. 

At every Tchecking interval for the secondary serving cell (namely if tRNC=nTchecking+ tsending,secondary): 

a. compute secondary= DRNC/Csecondary;

b. if DRNC > Smin: send min(secondary, 1)*Csecondary to the secondary serving cell, otherwise (DRNC ≤ Smin), do not send to the secondary serving cell. 

The algorithm for a legacy UE, or a UE in Intra-Node B Aggregation is the following: 

1. Initialization: See A.2.3.

2. At every Tfc interval (namely if tRNC=nTfc+ tarrival,serving): if a flow control request arrives from the serving Node B, set Cserving=Dreq,serving*Tchecking /Tfc; otherwise, Cserving remains unchanged. 

3. At every Tchecking interval (namely if tRNC=nTchecking+ tsending,serving): 

a. compute serving: 
serving=DRNC/Cserving
b. send min(serving , 1)*Cserving to the serving Node B.

A.2.3

Initialization of the credits

The Node B shall send a flow control request immediately after any one of its cells is initialized for HS service. Subsequently, the flow control request periodically at Tfc interval. 

The RNC response to the initial Node B response is setting the credit of this Node B to the requested amount. 
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