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1. Introduction
In RAN2#74 meeting RAN2 working group couldn’t come to agreement to accept on the required changes on the user plane (MAC/RLC) to reach the peak throughput for 8C-HSDPA. The chairman proposed an email discussion to achieve some progress in the discussion in preparation for the next RAN2#75 meeting.

2. Proposed email discussion organization
The following documents were submitted in RAN2#74 meeting discussing 8C-HSDPA user plane aspects [1], [2], [3], [4], [5], [6], the following topics extracted from the documents above are proposed to discuss: 
· Mobility

· RLC impact
· MAC impact

· UE categories

Please coordinate with the rapporteur for adding any new user plane topics and issues. The deadline for this Email discussion is Midnight Pacific Time, on Monday the 15th of August 2011.

3. RAN agreements on 8C-HSDPA
At RAN#50, the following 8C-HSDPA objectives were agreed:
a. The 5-8 carrier transmission only applies to HSDPA physical channels.

b. The carriers belong to the same Node-B.

c. The carriers are configured to be spread across 1 or 2 bands.

d. The carriers within one band are configured to be adjacent.

e. Identification of which limited number of combinations (including which combinations of numbers of downlink carriers per band in the dual-band case and which carriers use MIMO) that should be targeted as part of the work item. The combinations developed under this WI will be added to the WID in RAN#52.

f. Functionality currently defined for DC-HSDPA in combination with MIMO, DC-HSUPA, DB-HSDPA and 4C-HSDPA should be re-used unless non-re-use can be justified by clear benefits.

g. Since an independent design of 5-8 carriers HSDPA and DC-HSUPA is preferred, the work should assess the benefits of compatibility with single UL carrier operation while minimizing the required changes to existing features and channel structures. 

4. Discussion
8C-HSDPA user plane RAN2 aspects are discussed below. RAN1 related aspects and proposals are omitted in this discussion. 
4.1
Mobility

Mobility topic was discussed in [1] and [6]. The following were the proposals:

[1] Proposal 1: 8C-HSDPA should take the existing mobility procedures for 4C-HSDPA as the baseline.

[6] Proposal 5: FFS of non-anchor carrier based mobility procedure and more powerful inter-frequency measurement without CM capability for 8C-HSDPA.

Based on the above, the rapporteur proposes the following:

74#38 Proposal 1:  8C-HSDPA should take the existing mobility procedures for 4C-HSDPA as the baseline
	Company
	Position on 74#38 Proposal 1

	Qualcomm
	Agree on the proposal, 

	Huawei
	Agree.

	Renesas
	Agree.

	ZTE
	Agree.

	Ericsson, ST-Ericsson
	Agree.

	Nokia Siemens Networks
	Agree.

	InterDigital Communications
	Agree.

	ALU
	Agree to use as baseline.  Should consider possible enhancements.


4.2
RLC Impact
RLC impact issues were discussed in [1], [2], [3] and [6]. The following were the proposals:

[1] Proposal 3: Discuss whether RLC window size needs to be extended to support the peak rate of 345.6Mbps for 8C-HSDPA.

[2] Proposal 2: Extend RLC window size by increasing the SN space from 12 to 14 bits to support the peak rate of 336 Mbps.

[6] Proposal 4: The RLC window size for 8C-HSDPA should be extended, and its concrete value for good RLC throughput performance is FFS.
Since the above three proposals, aim to extend the RLC window size to support the peak rate for 8C-HSDPA, the rapporteur proposes as a way forward:

74#38 Proposal 2: Extend RLC window size by increasing the SN space from 12 to 14 bits to support the peak rate of 336 Mbps.

	Company
	Position on 74#38 Proposal 2

	Qualcomm
	Given the impact on UE and UTRAN implementation caused by increasing the RLC AMD PDU SN space, we would like to discuss more on the claimed issues/limitations of current SN space (12 bits). 

In particular, one arguable assumption used by Ericsson (and other companies) in their peak rate computation is about the RLC RTT = 100ms, which seems too pessimistic for Rel-11 HSPA. 
By assuming/using a lower  (best case) RLC RTT value, e.g. 10ms like in LTE, peak rate requirements of 336 Mbps would be largely satisfied without need to increase the RLC SN space.

CLARIFICATION [QC2]
1. To avoid any unnecessary misunderstanding on the previous statement “By assuming/using a lower  (best case) RLC RTT value, e.g. 10ms like in LTE, peak rate requirements of 336 Mbps would be largely satisfied without need to increase the RLC SN space”, please note the following clarifications:

· Our principle is: to get the PEAK rate you should assume your BEST RLC RTT

· 100 ms is too pessimistic…other technologies have chosen a very best case, for example 10 ms in LTE (kind of “ideal”, at least based on our initial field measurements)
· For HSPA, we would suggest to assume 50ms RLC RTT, achieving the target peak rate (assuming proper TSP settings). Note that we were able to measure a RLC RTTs of ~ 50ms in few HSPA Rel-7 NWs on the FIELD (hybrid backhaul – single user & unloaded NW conditions)

2. Based on point 1), hopefully clarifying our view, we would kindly ask RAN2 companies for feedback on the following doubts/concerns about the proposed enhancement: 

· If it is agreed that there would be already sufficient system conditions in Rel-11 (mostly RLC RTT) to achieve the target PEAK 8C-HSDPA data rate, it seems to us that the proposed RLC AMD SN space increase may provide more a general improvement of HSDPA Rel11 – in both normal and peak rate conditions - rather than a 8C peak rate enabler
· If the above assumption is true, given the significant complexity/cost of changing RLC implementation in both UE and RNC, the performance gains of the proposed enhancement should be assessed more in detail (beyond the already achievable peak rate).
Since gains in “normal” (non peak-rate) conditions would be mostly dependent on infra-vendors RLC management algorithms (for example able to better adapt RLC PDU size in mid/poor RF using the larger RLC SN space), some input from infra-vendors would be particularly welcome.

	Huawei
	Agree.
According to the simulation results in [3], we see the benefits to extend the RLC SN space to avoid the degradation of the RLC provided throughput caused by the increased RLC PDU size, especially in poor geometry area. In addition, if we don’t extend the RLC SN place and the RLC PDU size is increased, the IUB flow control performance might be significantly compromised.
Actually, the assumption used by Huawei in the peak rate computation is that RLC RTT=70ms, which is aligned with the RLC RTT value used to define the UE capability (minimum L2 buffer size that required) for 4C-HSDPA. We don't think the same RLC RTT value as LTE should be adopted here because of the different network architecture between UMTS and LTE.

	Renesas
	Agree with Qualcomm. We should have further investigation to conclude the RLC SN extension as the SN extension has significant impact on UE and NW side (it requires AMD and status PDU format changes).

According to our analysis, 336 Mbps can be achieved if RTT: 64ms, status prohibit timer:10ms, RLC PDU size:12000bits and RLC window size:2048 are assumed. So the RLC SN extension is unnecessary.

	ZTE
	In principle, we could accept extension of RLC SN space to 14bits with the same arguments from HW. Meanwhile, we share the concern from chip vendor companies to the degree that a more reasonable/practical RTT value can be discussed further and concluded among all. 

	Ericsson, ST-Ericsson
	Even though extending the RLC SN space has the benefit to avoid the degradation of the RLC throughput, on the other hand we acknowledge the complexity and the cost of extending the RLC SN range in both UE and RNC. Hence, we should have further investigations and continue the discussion and study other solutions/alternatives to conclude the RLC SN extension in case the maximum bit rate cannot be achieved. 

	Nokia Siemens Networks
	The idea to increase the SN space needs further assessment for the impact. We agree that increasing the SN space will change the PDU structure, while the peak rate can be reached assuming larger PDU sizes and smaller RTT and timeout values. 

	InterDigital Communications
	We also agree with Qualcomm and Renesas. We should first focus on finding and agreeing on an appropriate and acceptable RLC PDU size, a more realistic RLC RTT, and a status prohibit timer.  A RLC RTT time of 100ms is indeed a pessimistic value.  A value of 50ms sounds acceptable to us.  

If according to these new values we still find that the RLC sequence numbers space is not sufficient to support the peak rates then we can reconsider extending the SN space from 12 to 14 bits.  

From our side we have a preference to keep the SN number space unchanged as it will introduce additional and undesirable complexity in the UE.  



	ALU
	Changing of RLC SN size has an effect on AMD PDU format.  At this moment, we prefer further discussion before agreeing to an extension.


4.3
MAC Impact

Increase the number of reordering SDUs per TTI were discussed in [1] and [2]. The following were the proposals:

[1] Proposal 4: For 8C-HSDPA increase the number of reordering SDUs per TTI. The exact number could be decided at a later stage after RAN2 decides whether to extend the RLC window size.

[2] Proposal 3: Increase the number of reordering SDUs per TTI to 88.

Since the above two proposals, aim to increase the number of reordering SDUs per TTI for 8C-HSDPA, the rapporteur proposes as a way forward:

74#38 Proposal 3: Increase the number of reordering SDUs per TTI to 88.

	Company
	Position on 74#38 Proposal 3

	Qualcomm
	We would prefer to limit the number of SDUs per TTI to a smaller value, i.e. in the 55-60 range, which should be sufficient enough to get the required data rate: RNC can increase the RLC PDU size, and as the RLC PDU Size increases the number of Reordering SDUs decreases, which helps the UE processing requirements

	Huawei
	From the network perspective, it is beneficial to increase the number of reordering SDUs per TTI as much as possible (e.g. to 88). However, given that this demands more UE processing power, we have sympathy for UE vendors. The exact number could be decided at a later stage after RAN2 decides whether to extend the RLC SN space.

	Renesas
	Agree with Qualcomm. 
We also prefer to limit the number of SDUs per TTI to a smaller value, which can guarantee the maximum throughput with the largest RLC PDU size as the increase of the number of SDUs per TTI would impact UE processing requirement significantly.
Our proposal is 60 (336 Mbps < 12000 bits x 60 x 1 sec / 1 TTI).

	ZTE
	Agree with HW’s way forward.

	Ericsson, ST-Ericsson
	To achieve the maximum DL bit rate of 336 Mbps and also concerning the UL traffic which gives additional DL traffic for (RLC-ACKs, TCP-ACK, etc). Some SDUs will have a size smaller than 1503 bytes. Consequently, the maximum bit rate will not be reached with 60 SDUs per TTI. Hence, some margin of 10-20% is needed. 

Our proposal is 64 SDUs.

	Nokia Siemens Networks
	We should not assume that the network will be always capable of using the largest RLC PDU size. However, we also acknowledge UE vendor concerns regarding the large number of reordering SDUs. So, we agree with the proposed Ericsson way forward to have 64 reordering SDUs per TTI as a compromised value.

	InterDigital Communications
	We also have a preference to limit the increase in the number of PDUs as it has an impact on UE processing requirements.  However, in order to agree on an acceptable number of reordering SDUs, we should first agree on the RLC PDU size to use.  We agree with Ericsson  that we should not assume that the network will always  be using the largest RLC PDU size (e.g. 1500 bytes).  It has been shown several times that a RLC PDU size of 1500 bytes will degrade system performance and therefore in all RLC calculations a smaller RLC PDU size is used.  Therefore, it seems counter intuitive to be using a RLC PDU size larger than the actual assumed RLC PDU size.  We are fine in assuming a RLC PDU size that allows a 10-20% margin.      

	ALU
	Our preference is to increase the SDUs per TTI to 88.  We do realise the extra processing power required at the UE and would be aimable to a smaller value.


Also increasing the maximum MAC-ehs window size issue was discussed in [1] and [2]. The following were the proposals:

[1] Proposal 5: For 8C-HSDPA increase the maximum MAC-ehs window size to 256.
[2] Proposal 4: Discuss whether to increase the maximum MAC-ehs window size to 256 for 8C-HSDPA.

Then the rapporteur proposes:
74#38 Proposal 4: For 8C-HSDPA increase the maximum MAC-ehs window size to 256.

	Company
	Position on 74#38 Proposal 4

	Qualcomm
	Agree on the proposal

	Huawei
	Agree.

	Renesas
	Agree

	ZTE
	Agree.

	Ericsson, ST-Ericsson
	Agree.

	Nokia Siemens Networks
	Agree.

	InterDigital Communications
	Agree.

	ALU
	Agree


4.4
UE categories

New 8C-HSDPA UE categories were proposed in [2] [4] and [5]. The following were the proposals:

[2] Proposal 1: Four new 8C-HSDPA UE categories are proposed 6 carriers capable UE without MIMO, 6 carriers capable UE with MIMO, 8 carriers capable UE without MIMO and 8 carriers capable UE with MIMO
[4] Proposal 1: The following UE categories shall be taken in to consideration when UE categories for 8-carrier HSDPA are being discussed.

	HS-DSCH category
	Total Number of 
DL Carriers
	Total Number of DL Carriers 
in which MIMO is configured
	Supported modulations 
in aggregated carriers

	33
	6
	0
	QPSK, 16QAM, 64QAM

	34
	6
	6
	QPSK, 16QAM, 64QAM

	35
	8
	0
	QPSK, 16QAM, 64QAM

	36
	8
	8
	QPSK, 16QAM, 64QAM


[5] Proposal 2: (option 2) to reduce the number of UE categories for 8C-HSDPA further four new 8C-HSDPA UE categories are proposed as below:
	HS-DSCH category
	Maximum number of HS-DSCH codes received
	Minimum inter-TTI interval 

/ Peak data rate (Mbps)
	Maximum number of bits of an HS-DSCH transport block received within

an HS-DSCH TTI

	Total Number of soft channel bits
	Total Number of DL Carriers
	Total Number of DL Carriers in which MIMO can be configured
	Supported modulations without MIMO operation in aggregated carriers
	Supported modulations with MIMO operation in aggregated carriers

	33
	15
	1 / 126.6
	42192
	1555200
	6
	－
	QPSK, 16QAM, 64QAM
	N/A

	34
	15
	1 / 253.2
	42192
	3110400
	6
	6
	QPSK, 16QAM, 64QAM
	QPSK, 16QAM, 64QAM

	35
	15
	1 / 168.8
	42192
	2073600
	8
	－
	QPSK, 16QAM, 64QAM
	N/A

	36
	15
	1 / 337.6
	42192
	4147200
	8
	8
	QPSK, 16QAM, 64QAM
	QPSK, 16QAM, 64QAM


As a way forward the rapporteur proposes: 
74#38 Proposal 5: The following new 8C-HSDPA UE categories are proposed
	HS-DSCH category
	Total Number of 
DL Carriers
	Total Number of DL Carriers 
in which MIMO is configured
	Supported modulations 
in aggregated carriers

	33
	6
	0
	QPSK, 16QAM, 64QAM

	34
	6
	6
	QPSK, 16QAM, 64QAM

	35
	8
	0
	QPSK, 16QAM, 64QAM

	36
	8
	8
	QPSK, 16QAM, 64QAM


	Company
	Position on 74#38 Proposal 5

	Qualcomm
	Agree on the proposal

	Huawei
	Agree.

	Renesas
	Agree

	ZTE
	Agree.

	Ericsson, ST-Ericsson
	Agree.

	Nokia Siemens Networks
	Agree.

	InterDigital Communications
	Agree.

	ALU
	We are ok with the proposal However, the number of carrier of 6 seems arbitrary.  It seemed that an assumption is made that operators would likely be allocated 6 carriers rather than 5 or 7 carriers.  


5. Conclusion
There is unanimous consensus to accept the following proposals:

74#38 Proposal 1:  8C-HSDPA should take the existing mobility procedures for 4C-HSDPA as the baseline.

74#38 Proposal 4: For 8C-HSDPA increase the maximum MAC-ehs window size to 256.

74#38 Proposal 5: The following new 8C-HSDPA UE categories are proposed
	HS-DSCH category
	Total Number of 
DL Carriers
	Total Number of DL Carriers 
in which MIMO is configured
	Supported modulations 
in aggregated carriers

	33
	6
	0
	QPSK, 16QAM, 64QAM

	34
	6
	6
	QPSK, 16QAM, 64QAM

	35
	8
	0
	QPSK, 16QAM, 64QAM

	36
	8
	8
	QPSK, 16QAM, 64QAM


There was no consensus on the following proposals:

74#38 Proposal 2: Extend RLC window size by increasing the SN space from 12 to 14 bits to support the peak rate of 336 Mbps.

As a way forward, the rapporteur suggests that:

Increasing the number space will introduce additional and undesirable complexity in the UE and has an effect on AMD PDU format. So, the SN extension may not be desirable; hence, other solutions may be needed in case it is not possible to achieve the maximum bit rate of 336 Mbps. Companies are invited to investigate further.

74#38 Proposal 3: Increase the number of reordering SDUs per TTI to 88.

As a way forward, the rapporteur suggests that:

The theoretical minimum number of reordering SDUs per TTI is 56. This value can only be achieved if all SDUs are of the maximum size. Whether we consider more realistic scenarios where a portion of the SDUs will have a smaller SDU sizes, hence a mixture of large and small SDU sizes are used. Also considering the UL traffic which gives additional DL traffic for (RLC-ACKs, TCP-ACK, etc). As a consequence, the maximum bit rate will not be achieved due to the limited number of reordering SDUs per TTI. Ericsson suggested to take in consideration the mentioned issues and increase the minimum number of reordering SDUS per TTI by 10%-20%. 

As a conclusion, the rapporteur suggests to increase the number of reordering SDUs per TTI for 8C-HSDPA to 64. 
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