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1. Introduction

In [1] we propose that RAN2 establish a small set of guideline traffic scenarios, in order to help align evaluations performed by different companies.
These are not intended to be limiting or prescriptive, nor are they intended to comprehensively define exact traffic profiles.

They are intended to help classify traffic used during DDA evaluations into comparable “types” and to thereby facilitate a degree of comparability between evaluation results.

2. Discussion
Some of the key issues caused by data applications to cellular networks arise due to the frequent quasi-periodic or aperiodic transmission of small data packets.  These packets comprise a few tens to a few hundred bytes and may not have significant follow-on activity, thus the establishment (and subsequent release) of an RRC connection for each packet (or small group of packets) may not be efficient.

We believe that the set of guideline traffic scenarios should encompass at least some traffic types exhibiting these characteristics and for this reason we propose the following 2 traffic types:

1. Background / keepalive traffic:

· This comprises exchanges related to heartbeats/tunnel keepalives (which may for example be used to maintain connections through stateful firewalls), email and chat server status checks or polls, possible location update messages for LBS, and certain cloud-computing interactions
· The traffic is typically autonomously generated by the applications or servers to which the application is connected and does not involve user interaction with the device
· The traffic is relatively symmetric
· Long term mean transfer rates (aggregating UL + DL) may be of the order of 5-30 bytes per second

· Mean times between short burst exchanges may often range from 5-60 seconds
· IP packet sizes are mostly small (e.g. 70-80% are approx. 40 bytes), with most remaining packets having a size of less than approximately 500 bytes

· The traffic often exhibits periodicity although due to its construction from multiple SW-based state machines, there is still significant stochastic behaviour, hence this traffic is perhaps best characterised as quasi-periodic
2. User-interactive messaging
· This type of traffic is typified by instant messaging applications in which there is user interaction but at relatively low data volumes

· Packet sizes are often small and relatively infrequent

· The traffic is approximately symmetrical
· Long term mean transfer rates (aggregated UL+DL) may typically be of the order of 100 bytes per second (although different applications result in considerable variance around this value)

· Around 50% of packets are less than 100 bytes in size (e.g. due to protocol acknowledgements) with most of the remainder <600 bytes.

· The traffic displays little periodicity, except at small timescales associated with message delivery acknowledgement and the associated application/transport protocol exchanges
· Mean inter-arrival times between short packet calls (or packet groups) may be of the order of 10 seconds

For both of these traffic types it is arguable that best-effort QoS is adequate and that latency requirements are relatively relaxed.

In addition to the above two traffic scenarios, we feel it would be beneficial to include at least one traffic type having more demanding QoS/latency requirements.  We suggest the following:
3. User interactive content pull
· This type of traffic is typified by user-interactive web browsing, usage of online maps, social network browsing, application store and music store browsing/download and other similar content pull by the user

· The traffic is highly asymmetrical with typically around 85-95% of the volume in the downlink direction
· Long term mean transfer rates during a user-interactive session vary substantially according to not only the user’s usage scenario (low/med/high bandwidth requirements, nature/richness of the content) but also as a function of device type, form factor and screen size.  At the lower end of the scale (e.g. smaller-screen devices, or lower-bandwidth usage scenarios), average session rates may be of the order of5-10kBytes/sec, whilst larger-screen form factors (such as tablets) allow for a richer user experience and can increase this average (e.g. 16-64kBytes/sec would cover many cases).  Note that these mean session rates are higher than the existing 3GPP HTTP web browsing model source rates (approx 1.5kBytes/sec average [2]) 
· IP packet sizes tend to fall into two sizes, the MTU size (e.g. 1500 bytes) and the TCP ACK size (e.g. 40 bytes).  The ratio of packets falling into each depends on many factors including the type of traffic and on the TCP/IP stack implementations, however a value of 30%-50% of all packets being small acknowledgement packets is not unreasonable.  Due to the asymmetry, most of the ACK packets are naturally in the uplink direction (around 90% of UL packets are likely to be small ACK packets, whereas this could be expected to be more like 5-30% in the DL case)
· The traffic displays little periodicity, except for some periodic artefacts which can result from a degree of correlation between UL and DL due to the TCP RTT
For this type of traffic, content-object delivery latencies are of high importance in determining the user’s perception of link speed.  This is itself dependent upon low latency delivery of individual packets (and low latency jitter) in order to avoid adverse effects imparted on TCP protocols during bulk transfers.  Thus, we would consider that the latency/QoS requirements for this traffic type are significantly more stringent than for types 1 and 2 above.

3. Proposal

It is proposed to capture at least the 3 basic traffic scenarios shown in Table 1 for guideline purposes and to assist with evaluation alignment during the DDA work item.
We appreciate that other companies may wish to extend this list with one or possibly two other basic scenarios (e.g. gaming and/or streaming).

Table 1 – Proposed Guideline Traffic Scenarios
	Traffic Type
	Description
	Approximate mean data rates during session (UL+DL)
	DL/UL asymmetry
	QoS

	Background traffic / Keepalives
	Quasi-periodic transmission of small amounts of data
	5-30 Bytes/s
	Approx. 50/50
	Latency tolerant

	User interactive messaging
	Aperiodic short messaging
	100 Bytes/s
	Approx. 50/50
	Latency tolerant

	User interactive content pull
	Aperiodic data associated with user content pull
	5-10 kBytes/s (lower range)
16-64kBytes/s (higher range)
	DL-centric 
Approx. 90/10
	Latency sensitive


4. Conclusion

It is proposed to capture at least the traffic scenarios of Table 1 within the evaluation guidelines for the DDA work item.
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