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1 Introduction 
In the email discussion [74#33] the simulation setup for Diverse Data Applications, including traffic modelling, simulation environment settings and performance metrics has been discussed.
This paper aims to provide some additional considerations on the traffic modelling for DDA evaluation.
2 Traffic modelling 
In the email discussion [74#33] it was discussed whether ‘traces’ or ‘synthetic modelling’ should be used to feed simulations for Diverse Data Applications. Although the final conclusions of the email discussion were not available at the time this contribution was drafted, it seems that there could be a convergence on the fact that ‘models’ will be anyway needed. And what remains to be discussed seems to be whether ‘analytical’ traffic models (possibly derived by the available literature) should be used, or ‘trace-based’ traffic models (e.g. CDFs derived by real-life traces in some mobile operators’ networks) should be finally adopted.
Many companies already seem to agree that it would be preferable to use some ‘trace-based’ traffic models. However, at the moment it seems that there are not too many ‘trace-based’ traffic models available, at least not for all the application types that could be of interest. 
Waiting for the availability of more realistic traffic models derived by the data collected in some mobile operators’ networks, it is then suggested to start the initial evaluation for DDA reusing some existing traffic models that can be found in literature. 
Proposal 1: start the initial evaluation for DDA reusing some existing traffic models that can be found in literature.
Furthermore, we believe that we could first of all try to identify a number of key (diverse data) application types for which we want to perform the evaluation.

In our opinion we could focus the investigation on at most 3 (or 4) traffic types, e.g.:

1. A traffic type characterized by very frequent transmission of small amounts of data (e.g. FPS-like online gaming)

2. A traffic type characterized by infrequent transmission of small amounts of data (e.g. instant messaging)
3. A traffic type characterized by bursty (aperiodic) transmission of medium/large amounts of data (e.g. Web browsing). 
4. (With lower priority) a traffic model characterized by a sort of continuous transmission (e.g. video streaming, bulky FTP download or similar traffic). We think this traffic type could possibly be considered for completeness. However we believe this would be less important for the DDA evaluation, because there would be no 'OFF periods' (while the 'always on' capability during 'OFF periods' seems to be one of the key issues to investigate in this DDA WI).
Proposal 2: Identify traffic models for (up to) 4 different traffic types, characterized by:

1. very frequent transmission of small amounts of data
2. infrequent transmission of small amounts of data
3. bursty (aperiodic) transmission of medium/large amounts of data

4. (almost) continuous transmission

After separate models for the key traffic types are identified, they could be used to simulate the effect of different applications by combining the different models in different ways.
One additional problem is that, even if many traffic models exist for the different applications currently used in mobile networks, there seem to be very few (or no) widely-accepted models that we could be easily endorsed for the (initial) DDA evaluation. 
Only a few systematic studies - comprising a wide range of different applications - seem to have been performed, including one for WiMAX, as described in [1] (where it should be noted that such document also refers to some studies and models used for 3GPP/3GPP2 as well). So one possibility is that we refer to [1] to identify some models for the 4 traffic types mentioned above.
In particular, we could consider:
1. A 'internet game' traffic model, taken from section 3.1.2.1 of [1] (providing a model for the game Quake II)
2. A 'IM' traffic model, taken from section 3.9 of [1]

3. A 'HTTP' traffic model, taken from section 3.10.3 of [1] (which has also already been used for 3GPP)
4. A 'Near Real Time Video' traffic model, taken from section 3.16 of [1] (which has also been used for 3GPP). 
Some more details regarding these traffic models are described in the Annex.
Proposal 3: Refer to [1] to define the traffic models for the 4 different traffic types suggested in Proposal 2.

3 Conclusions
Some further considerations on the traffic modelling for DDA evaluation were provided in this document.
The following proposals are made:

Proposal 1: start the initial evaluation for DDA reusing some existing traffic models that can be found in literature.

Proposal 2: Identify traffic models for (up to) 4 different traffic types, characterized by:

1. very frequent transmission of small amounts of data
2. infrequent transmission of small amounts of data
3. bursty (aperiodic) transmission of medium/large amounts of data

4. (almost) continuous transmission

Proposal 3: Refer to [1] to define the traffic models for the 4 different traffic types suggested in Proposal 2.
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Annex A
A.1
Internet Game traffic model
A 'internet game' traffic model, taken from section 3.1.2.1 (providing a model for the game Quake II) of [1], is suggested to simulate a traffic type characterized by very frequent transmission of small amounts of data.
Table A.1.1 describes detailed packet distribution information and session duration distribution. The session duration is assuming that each user would play about one hour on average but no more than 2 hours considering wireless environment. In this table and many subsequent tables, the packet inter-arrival times are modeled with Extreme value distribution. Its cumulative distribution function is given by:
[image: image1.emf]
Session durations follow a truncated extreme distribution, that is, if the generated extreme random variate is outside the specified range, the value is discarded and another value is generated.
Table A.1.1: Quake II Traffic Model
	Session Duration

(hour)
	Extreme (a=1, b=0.1), Truncated (0, 2)

	Client/Server 
	Component 
	Distribution
	Parameter

	Client to Server
	Packet Interarrival

Time (msec)
	Lower 4.5%, x<18:Extreme
	a=6.57, b=0.517

	
	
	Upper 95.5%, x>= 18: Extreme
	a=37.9, b=7.22

	
	Packet Sizes (byte)
	Seven Distinct values
	10.6%: 36, 26.4%: 42,

6.26%: 44, 13.9%: 45,

4.95%: 46, 16.3%: 48,

21.5%: 51

	Server to Client
	Packet Interarrival

Time (msec)
	Lower 4.8%, x<60:Extreme
	a=58.2, b=7.47

	
	
	Upper 95.2%, x>= 60: Normal
	a=100, b=17.7

	
	Packet Sizes (byte)
	Lower 27.6%, x<55:Extreme
	a=46.7, b=4.39

	
	
	Upper 72.4%, x>= 55: Extreme
	a=79.7, b=11.3


A.2
Instant Messaging traffic model
An 'Instant Messaging' traffic model, taken from section 3.9 of [1], is suggested to simulate a traffic type characterized by infrequent transmission of small amounts of data.
To understand IM traffic behavior lab tests have been conducted. The results are based on measurements performed on accessing the MSN IM server. Through the experiments, the key findings are:

1) There are enormous number of packets exchange between the user equipment and the IM server, even when the user is not sending or receiving any messages. The frequency of the packet exchange on the background is very high.

2) The periodic traffic pattern is very simple except advertisement related packets

Background Traffic

The following is the observed traffic behavior, which caused the periodic pattern (let’s call it as heartbeat):
· The client sends a MSN packet (PNG) to a server every 40 to50 sec and the IP packet size is 45 bytes and the Server send an Ack packet back to the client

· After the Ack packet, the server sends QNG packet to the client about 3 sec later. The client also replies to this QNG packet (48 bytes) with Ack (40 bytes) packet to the server.

· If PNG message does not get Ack then the client retransmit the PNG packet after 5 sec, 10sec, and 20 sec.

[image: image2.emf]
Figure A.2.1: IM Heartbeat Flow Every 40 sec

Foreground User Traffic

The user traffic is composed of two main events, which triggers the packet exchange.

- User Message
- User status change (ex, online. away, busy, on the phone, etc)
User Message:

While a user is typing a message, a typing indication packet is sent to the other party every 5 sec and the typing indication packet transmission will be stopped when the user stops typing or the message has sent. 187 bytes of IP packet was observed when a user sent a message of 10 characters and the sender received an ACK packet from the server (40 Bytes of IP packet). This implies that the message packet size is 177 bytes of message header plus actual user message size (10 bytes in this case). The 177 bytes of message header size may vary depend on the length of receiver’s ID.
User Status Change:

The presence update is not actively updated by the server but a MSN client probe the server every 40 sec to update the other member’s status. The number of packets exchanged related to any type of status change is 4 packets and those 4 packets are composed of:

1. Client sends status change packet to server 317 bytes of IP packet

2. Server sends ACK 40 bytes of IP packet

3. Server sends the exactly same packet which client has sent back to the client (317 Bytes)

4. Client sends an ACK packet (40 Bytes)

[image: image3.emf]
Figure A.2.2: User Status Change Packet Flow whenever the event occurs
Note: Considering that the frequency of ‘User Traffic’ is rare compared to the ‘IM Background Traffic’ (as an example there are about 20 user traffic related events - instant messages and status change messages - per day and there are more than 2000 heartbeats per day) the whole IM traffic could be extremely easily modeled by simply assuming that: 
· 4 packets are exchanged between the client and the server every 40 seconds

A.3 HTTP traffic model
A 'HTTP' traffic model, taken from section 3.10.3 of the [1] (and already been used for 3GPP), is suggested to simulate a traffic type characterized by aperiodic (i.e. bursty) transmission of medium/large amounts of data.
Table A.3.1: HTTP Traffic Model Parameters
[image: image4.emf]
A.4 Near RealTime Video traffic model
A 'Near Real Time Video' traffic model, taken from section 3.16 of [1] (and already been used for 3GPP), is suggested to simulate a traffic type characterized by continuous transmission of medium/large amounts of data.
This section describes a model for streaming video traffic on the forward link. Figure A.4.1 describes the steady state of video streaming traffic from the network, as seen by the base station. Latency at call start-up is not considered in this steady-state model.
[image: image5.emf]
Figure A.4.1: Video Streaming Traffic Model

A video streaming session is defined as the entire video streaming call time, which is equal to the simulation time for this model. Each frame of video data arrives at a regular interval T determined by the number of frames per second (fps). Each frame is decomposed into a fixed number of slices, each transmitted as a single packet. The size of these packets/slices is distributed as a truncated Pareto distribution. Encoding delay, Dc, at the video encoder introduces delay intervals between the packets of a frame. These intervals are modeled by a truncated Pareto distribution.
The parameter TB is the length (in seconds) of de-jitter buffer window in the mobile station, and is used to guarantee a continuous display of video streaming data. This parameter is not relevant for generating the traffic distribution, but it is useful for identifying periods when the real-time constraint of this service is not met. At the beginning of the simulation, it is assumed that the mobile station dejitter buffer is full with (TB x source video data rate) bits of data. Over the simulation time, data is “leaked” out of this buffer at the source video data rate and “filled” as forward link traffic reaches the mobile station. As a performance criterion, the mobile station can record the length of time, if any, during which the de-jitter buffer runs dry. The de-jitter buffer window for the video streaming service is 5 seconds.

Using a source video rate of 64 kbps, the video traffic model parameters are defined in Table A.4.1.
Table A.4.1: Video Streaming Traffic Model Parameters.
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