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Discussion and decision
1. Introduction
The work item for diverse traffic RP-110454  includes consideration of enhancements in the following direction:

Enhancements to DRX configuration/control mechanisms to be more responsive to the needs and activity of either single or multiple applications running in parallel, with improved adaptability to time-varying traffic profiles and to application requirements, thereby allowing for an improved optimisation of the trade-off between performance and UE-battery-consumption.

In order to assess such enhancements, it is important to understand the nature of diverse traffic.
2. Types of traffic
2.1 Full buffer and VoIP

Most of the system design in Rel-8/9/10 timeframe has focused on full buffer and VoIP cases. For example, RAN1 typically uses full buffer traffic models for phyical channel design, and SPS feature has been designed for the VoIP case.

Also, DRX enhancements that are withing the scope of the WI have only a limited role to play for full buffer scenarios. Hence we propose that

Proposal 1: Full buffer and VoIP traffic need not be considered for the diverse data WI
2.2 TCP Considerations

TCP is used as a transport by a vast majority of internet applications, and hence the interaction of TCP and DRX is important. Even for large files, TCP goes through slow start and fast-retransmit modes where the window is not fully open. In these cases, the transmit buffer at the eNB or UE becomes empty at times, and there is a possibility of DRX off periods. The setting of DRX parameters, and need for enhancements to DRX needs to be considered in light of such interaction.

Note that the modeling of TCP in conjunction with application modeling is complex. Hence, as a first step to understand TCP interaction with DRX, it is desirable to focus on a single connection (e.g. file transfers) that includes slow starts and other TCP behavior. 

Proposal 2: As a first step of studying TCP interaction with DRX, consider a single TCP connection with upload or download.
2.3 Streaming Video

Streaming video services are provided by various providers (Netflix, Youtube) for various device platforms (iOS, Android). We found several differences and some broad similarities between the different cases.

Overall, the steaming video applications follow a trend of building a playback buffer, and then replenishing the buffer in bursts as it plays out. Thus, the data source is not constant bit rate (CBR), but rather has 2-20 second gaps with very little or no data activity. For example, see the following trace that shows the gap between packet arrivals for a Youtube video over Android. Most of the download occurs in two bursts at ~10-30 seconds and  ~90-120 seconds. The other packets are keepalives or control activity. 
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Figure 1: Streaming video trace (Youtube on Android)

Proposal 3: The bursty nature of packet arrivals in video streaming shows good potential for power saving using DRX. Video streaming should be a use case for performance study of existing DRX schemes and potential enhancements

Regarding the differences among different realizations of video streaming, the main difference relates to the way TCP connections are used

· Youtube on iOS: Many TCP connections used, with one TCP connection to download about 2 seconds of data

· Youtube on Android: One TCP connection is used for all data

· Netflix on iOS: One TCP connection for bulk of the data, with several short TCP connection in the beginning

It needs to be studied further how these differences influence the modeling work in RAN2.

2.4 Background Traffic
Background traffic refers to traffic at the UE while the UE is not being actually used by the user. Examples of background traffic include email check and IM status keepalives, and these are an important motivation to attempt keeping the UE in Connected Mode for extended periods of time. In current networks, such background traffic is the main driver of connection setups and creates significant signaling load. Extended periods of Connected Mode eliminats the connection setup signaling for each background transaction.
Typical background traffic consists of short transactions every ‘N’ seconds, where ‘N’ is typically of the order of few minutes. The nature of the transaction varies significantly between applications, but typically less than 100 messages are exchanged. For example, in Android phones the user can set the value of ‘N’ in a time-scale of minutes, and an email check on Exchange Server uses 50-100 messages in case of empty inbox. The background traffic is only moderately sensitive to delay, and a delay of a few seconds is acceptable.
Background traffic can be either of push (server  initiated) or pull (UE initiated) types, and the model of one transaction every ‘N’ seconds is exact for the pull model. For the push model, the gaps between bursts could vary with time, and an  exponential spacing may be more appropriate. However, it is not clear if this level of modeling will provide much additional insight into the diverse data study, and hence we propose to use the same model for both push and pull background traffic. 

Proposal 4: Background traffic should be modeled with a short bursts of activity every N seconds, with different traffic patterns simultanesouly active with different value of N. The latency requirement is somewhat relaxed, with few seconds of latency being acceptable.
3. Conclusions
The following proposals were made:
Proposal 1: Full buffer and VoIP traffic need not be considered for the diverse data WI

Proposal 2: As a first step of studying TCP interaction with DRX, consider single TCP connection with upload or download.

Proposal 3: The bursty nature of packet arrivals in video streaming shows good potential for power saving using DRX. Video streaming should be a use case for performance study of existing DRX schemes and potential enhancements

Proposal 4: Background traffic should be modeled with a short bursts of activity every N seconds, with different traffic patterns simultanesouly active with different value of N. The latency requirement is somewhat relaxed, with few seconds of latency being acceptable.
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