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1 Introduction
In RAN#50 a new study item on multi-point HSDPA transmission was approved [1].  Two main schemes have been identified and are under consideration in RAN1: mutli-flow aggregation and HS-SFN.  In multiflow schemes data is independently transmitted over each serving cell and in HS-SFN identical signals with the same scrambling code are transmitted over multiple cells.  
It is understood from discussions in RAN1 and RAN2 that the HS-SFN scheme is only feasible for intra-Node B operation.  Inter-Node B multipoint transmissions for HS-SFN is not possible due to the lack of a fast inter-Node B interface.   

However, for multiflow operation, inter-Node B transmissions are possible and it has been shown that significant system performance gains can be achieved by allowing inter-Node B operation.   The gains shown by inter-Node B operation come at the expense of additional layer 2 complexity, which have been discussed and analyzed in this contribution.  
2 Analysis of data splitting across Node Bs
One of the main L2 impacts and open issues introduced by inter-Node B multiflow operation is data splitting across Node Bs.   In 4C and 2C HSDPA, data splitting was not considered an issue given that all the secondary serving cells were collocated with the primary serving cell, thus allowing the possibility to share the MAC-ehs buffers and split the data in a very fast basis across HARQ processes.   

A similar mechanism can be used for intra-site multiflow.  Since the cells are collocated in the same Node B, the MAC-ehs can be shared and different data can be transmitted over different cells on their respective HARQ processes.  

However, this option is not available for inter-Node B multipoint operation, mainly due to the fact that there is no interface between the Node Bs.  Furthermore, even if there was such an interface, MAC-ehs splitting would only be possible and beneficial if that interface did not suffer from any delays.  Therefore, we can conclude that MAC-ehs splitting is not an option that should be considered for inter-Node B multiflow scheme.

Proposal 1:  MAC level split for inter-Node B SF-DC should not be considered

In order to achieve multiflow inter-site transmissions, two possible options can be considered and have been identified in [2], [3], and [4]:

· RLC splitting:  A single RLC entity splits the data across different MAC-ehs entities residing in different Node Bs.  On the UE side, two MAC-ehs entities need to be maintained that independently reorder data from each site and forward them to the RLC entity.  
· PDCP splitting: A single PDCP entity splits the data across different RLC entities.  One RLC entity or instance is created per site and is mapped to a Node B.  Each Node B contains an independent MAC-ehs entity for the configured UE.  
In the next few sections, this contribution analyzes each option individually in an effort to determine the best and most feasible mechanism that can be used for inter-Node B multiflow scheme.  
RLC level split

As identified in [2] and [3], splitting data at the RLC level may lead to out-of-order reception in the receiver side.  This may lead to premature and incorrect status reporting; increasing the probability of unnecessary retransmissions of data are not in fact lost, but rather delayed in the other Node B.   
This issue does not currently exist in the RLC, even with multi-cell HSPA due to the fact that the RLC relies on the MAC-ehs to perform reordering and to deliver data in sequence to the RLC.  The T1 timer used for re-ordering ensures that enough time is given to the UE to receive a packet that can be potentially delayed due to HARQ retransmissions.  Therefore, if T1 timer expires and the data is not received the UE can assume that the data is lost and forward the pending data to the RLC.  
However, with multi-point transmissions we can no longer rely on the MAC-ehs to account for any potential delays as the data from different Node Bs will be reordered in different MAC-ehs entities or reordering queues.   Therefore, any Status PDU may inaccurately report a lost RLC PDU, for a PDU that is actually pending transmission in another Node B.  
Network mechanism
In [2] and [3] it has been proposed that that skewing problem can be mitigated by using a network based mechanisms.  The algorithm relies on the RNC to keep track of sites over which a first RLC PDUs is transmitted.  When a RLC status report is received, the RNC determines whether a skew has occurred based on the SN of the last ACKed packet for one of the cells.  
Once a skew is determined, instead of retransmitting the data, the RNC starts a retransmission delay timer.  If the packet is not ACKed and the timer expires, the RNC will retransmit the missing RLC PDU. 
While this solution keep the RLC protocol and the status reporting in the UE unchanged, it introduces complexity to the network side that now has to keep track of the cell over which data was transmitted.   
Additionally, the RLC retransmission delay timer may significantly increase the RLC round trip, which further increases the probability of RLC window stalling and may potentially impact the TCP protocol.  

Finally, this algorithm requires the UE to send periodic reporting to ensure that a status report is send if the data is received while the RLC retransmission timer is running.   To reduce the delays associated to retransmissions the frequency of the periodic reporting may need to be increased, which impacts the overhead in the uplink.  
UE mechanism

Another alternative to consider in order to mitigate the problem of inaccurate or premature RLC STATUS reporting is utilizing a RLC delay timer on the UE side.  This mechanism relies on the UE starting a timer in the RLC whenever a missing RLC PDU sequence number is detected.   If the timer expires and the RLC PDU(s) within the gap have not been received, the UE determines that the data has been genuinely lost and may report the STATUS report to the transmitting entity.  A similar concept is applicable in LTE, where the RLC protocol cannot rely on the MAC to reorder and account for any possible HARQ delays.   
This mechanism has the advantage that RLC Status reporting is prohibited until the UE is sure that the data is genuinely lost.   This solution does not introduce any complexity to the network; however it introduces some RLC protocol modifications to the UE.  

Additionally, when compared to the network based algorithm, this mechanism does not require the UE to send very frequent periodic status report, but can rely on missing RLC PDU status reporting.  
The issues associated to delays and RLC stalling are the same for both UE and network based solutions and are highly dependent on the setting of the delay retransmission timers.  The value of timer can be set to a lower value, if the skew between the two cells can be minimized and strict transmission requirements are enforced in each Node B.  This requires a tighter Iub flow control which may lead to an increase in Iub load.  Therefore, the setting of this timer is a tradeoff between RLC transmission delays and desired Iub load.   
Proposal 2: Further study and analyze UE and Node B based solutions to determine the best way to solve the associated RLC issues 
PDCP level split 

The PDCP level split eliminates the problem of premature or incorrect RLC status reporting (and unnecessary retransmissions). However, it does not fully eliminate the skewing problem; it just moves it to another level, e.g. the PDCP.    

In order to solve the skewing problem in the PDCP, a new reordering functionality needs to be introduced and performed at the PDCP, since the current PDCP protocol relies on the RLC (and MAC-ehs) to receive data in order.     

This would introduce a new level of overhead and mandate the use of PDCP Seq Number PDU.  
However, it must be understood, that even though this Sequence number PDU exists in the PDCP protocol it is not currently used to perform reordering but rather to perform synchronization of data between the transmitting and receiving entity, when the UE is configured for lossless SRNS relocation or lossless DL RLC PDU size change.  
In the current protocol, the PDCP Seq Num PDU is not transmitted with every PDU even if the UE is configured with this procedure.  The peer PDCP entities maintain virtual sequence numbers in the following way:

· The transmitting entity increments an internal PDCP SN counter for every PDCP PDU transmitted to lower layers (however it does not add a SN to the header of the PDCP packet)

· The receiving entity increments an internal PDCP SN counter for every received PDCP PDU.  
The PDCP Seq Num PDU is then only used to synchronize these numbers between the entities and is only  transmitted upon a RLC reset,  upon a RLC transmitting side re-establishment, or upon reception of a an invalid “next expected UL Receive PDCP SN” from upper layer after a lossless SRNS relocation   
Therefore, the functionality required to solve the skew problem in the PDCP does not currently exist and it would need to be added.   
This would increase overhead as now we would need to add three levels of sequence numbers in the PDUs, the PDCP, the RLC and the MAC.  Considering that the main advantage of multi-point operation is seen in cell edge conditions, adding overhead does not seem desirable. 
Additionally, fixing the mapping between a RLC entity and a Node B may cause delays if the radio link quality of one of the cells degrades.  This forces the RLC entity to retransmit over the same Node B even if the conditions are satisfactory.  

From this analysis, it seems like the most feasible option to consider for multipoint operation is RLC splitting.  However, RAN2 must carefully consider and study the different Node B and UE solutions that are required to solve the issues introduced by RLC splitting.  

Proposal 3: Agree that a RLC level split is the best most feasible option to consider for inter-Node B MP operations 

3 Conclusion

In this contribution different options to perform data splitting for inter-Node B multiflow operation were analyzed.  

The contribution concluded the following:

· Proposal 1:  MAC level split for inter-Node B SF-DC should not be considered

· Proposal 2: Further study and analyze UE and Node B based solutions to determine the best way to solve the associated RLC issues 
· Proposal 3: Agree that a RLC level split is the best most feasible option to consider for inter-Node B MP operations 
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