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1
Introduction 
According to the draft TR 23.888 [1], some key issues related to RAN overload are addressed: 
- 
MTC Devices can be grouped together for the control, management or charging facilities etc. The feature could save the network resource when the number of MTC devices is large and decrease the redundant signalling to avoid congestion.

 - 
Network operators can use time controlled feature to allow MTC devices to send / receive data only at certain pre-defined time periods. Also, it is desirable that access of MTC Devices with the same access grant interval is distributed across this interval in a manner to reduce peaks in the signalling and data traffic.
On the other hand, in RAN2 #71 meeting, the concept of group paging was discussed as an implement of pull based approach for RACH overload prevention [2]. As paging has already been a foundational function in RAN and adopting group paging for MTC could align with current SA requirements on group communication and time control. In this paper we discuss the additional considerations on group paging for MTC to provide RAN overload enhancement. 
2
Discussion

2.1 The concept of group paging
The upper layer can page the MTC devices to pull information from the device, or sent information to the device in a time-controlled management or examine whether the MTC devices are still alive. However, considering the mass deployment of MTC devices, the one-by-one paging message may consume massive system resource and introduce long paging delay and network overload. By the way, a group based approach is used. 
A MTC device will receive an RRCConnectionRelease message from an eNB before going to idle mode. In this message, a group paging ID may be assigned to the MTC devices. MTC devices in the same group will be assigned the same group paging ID which is used to calculate its paging frame (PF) and paging occurrence (PO). And then the MTC devices would decode the PDCCH at that time and further receive the paging message in PDSCH if the P-RNTI was placed. If the paging message includes its group paging ID, the MTC device will perform RACH attempt and further request RRC connection establishment. 
Proposal 1: RAN2 shall consider group paging as a solution for MTC RAN enhancement.
2.2 Further discussions
In our opinion, there are two issues of group paging related to the RAN overload should be further discussed:
· Issue 1: How do eNB and upper layer deal with paging failure case when group paging?
During legacy paging process, the upper layer may continue paging a UE until the UE made responses or a pre-defined timer (T1) expires. A UE will forward its UE identity to upper layer when being paged. For responding a group paging, a MTC device may forward its UE identity to upper layer and the upper layer can examine which devices in the group did not yet make the response. If someone in the group did not make response, then upper layer might repeat group paging. However, duplicate paging message may confuse those responded MTC devices and introduce extra RAN and network overhead. To resolve this issue, three possible solutions may be used:
(I) Individual paging for non-response UE:

The upper layer may identify which group member did not respond for the group paging and consequently page them by using their individual identities. By the way, the finished (made successful RACH attempt) member would not be affected. However, this operation would become inefficient when a lot of group members did not make response for that paging.
(II) Repeat group paging with adding an indictor in PagingRecord:

Until all MTC devices have made responses or T1 expires, the upper layer might repeat the group paging at following associated PO. An indictor could be assigned to the group paging in the PagingRecord to represent the paging is duplicate. As a result, the finished member can omit that paging and avoid unnecessary RACH attempt.
(III) UE automatically ignores a group paging message when it is successfully responded before a period of time: 

Similar to solution II, upper layer may repeat the group paging. Instead of adding an indictor, the finished member could initiate a timer and ignore the consequent group paging until the timer expires. This solution can avoid extra overhead (an additional indictor) on paging message, but it may put restrictions on MTC applications which continuous group paging for different events are forbidden. Therefore, this solution is not preferred.
Proposal 2: RAN should consider the appropriate solution to deal with the group paging failure case to reduce RAN and network overhead. 
· Issue 2: How to reduce the collision rate when making response for a group paging?
As analyzed in [4], group paging mechanism could distribute a large amount of MTC devices into different group for triggering them at different time to increase the random access success probabilities. However, it could be observed that the collision rate would be increased as the number of group member increased. This will make MTC devices and normal UEs re-send the random preamble several times to achieve a successful attempt. For UE point of view, this condition wastes a lot of power. For network point of view, it increases the efforts to deal with the collision and may have higher chance to continue paging (due to no successful responses from MTC devices). Limiting the number of members in a group may be a straightforward solution. Unfortunately, this assumption would create multiple groups and it would increase the complexity and overhead for network to manage and control. To eliminate this issue, further distributing RACH attempt for responding group paging may be helpful and three potential schemes are discussed as follows:

(A) Apply the push based RACH overload solutions:

When finding the group paging ID in PagingRecord, MTC device may perform random access procedures by applying push based RACH overload solutions (e.g. ACB scheme, specific BO scheme [3]). By those solutions, RACH attempts will be distributed and avoid RACH overload for the group paging. However, the disadvantage is that it may introduce long paging latency and that time would also be un-controllable. 
(B) Instruct the RACH attempt by RRCConnectionRelease message:
In this scheme, the upper layer may instruct each MTC devices to make its RACH attempt at specified PRACH (such as giving the index of the first subframe of the specified PRACH). The instruction will be assigned in the RRCConnectionRelease message and sent to a MTC device before going into RRC_IDLE. Once receiving a paging message including its group paging ID, the MTC device will make RACH attempt followed the given instruction. By the way, the upper layer can offload the RACH attempts at several selected PRACHs and control the paging response time. 
(C) Instruct the RACH attempt by paging message:

When applying the scheme (B), each MTC device requires an individual instruction to distribute its RACH attempt and this would increase the signalling overhead a lot especially when the number of MTC devices is huge. Unlike scheme (B), a common parameter could be given in the group paging message. By some calculations (for example, doing equation of UE identity mod N where the “N” is the given parameter and the result stands for the index of the first subframe of the specified PRACH), a MTC device could be known to make its RACH attempt at the associated PRACH. Besides, with giving different parameter in the paging message, upper layer could control the paging response time based on the RAN condition and application requirement. 
Proposal 3: It is suggested to consider a mechanism to distribute RACH attempts for a group paging message. A parameter could be added in the paging message to let group member acquire its associated PRACH for following RACH attempt. 
3
Conclusions
To protect CN and RAN from overload, it is suggested to support group paging in MTC. We encourage RAN2 working group to consider the following proposals:
Proposal 1: RAN2 shall consider group paging as a solution for MTC RAN enhancement.
Proposal 2: RAN should consider the appropriate solution to deal with the group paging failure case to reduce RAN and network overhead. 
Proposal 3: It is suggested to consider a mechanism to distribute RACH attempts for a group paging message. A parameter could be added in the paging message to let group member acquire its associated PRACH for following RACH attempt. 
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