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1 Introduction
As agreed in RAN #51, the SI on RAN improvements for MTC will resume until RAN #52. The scope is still limited to RAN overload. 
Before on hold, the SI has concentrated its analysis on RACH capacity subject to the load provided by a massive number of MTC traffic. However, identified mechanisms have not been discussed in detail. In this contribution, we provided analysis of different mechanisms and present simulation results.
2 Discussion
In general, MTC specific backoff scheme can increase success probability at the expense of delay, details are included in section 6. Extended wait timer (EWT) had been accepted for CN overload handling. The agreed mechanism for EWT was handled by NAS and eNB is responsible to provide the value of wait timer. We see no problem to also use wait timer to handle RAN overload. If wait timer is not preferred by RAN, increased backoff value is a simple alternative for consideration.
Proposal 1:
It is proposed that RAN2 to discuss whether extended wait timer scheme is also used for RAN overload.

There can be various MTC traffics and the increased delay may not be acceptable for all of them, e.g. non delay tolerant. Service type classification in section 6.1.2 is a valid alternative to meet the various delay requirements of MTC traffic. If non-delay tolerant traffic is also considered in the SI, it is proposed to discuss the simulation assumptions.
In RAN2 #73bis, it was reconfirmed that Extended Access Barring (EAB) based on SA1 requirement will be introduced in Rel-11. Potential further proposed enhancements for RAN overload should show significant benefits compared to this baseline solution and other mechanisms already present. 
Although details remain to be specified, we believe the effect of EAB would be similar to the effect of service type classification described in section 6.1.2. In general, we believe that EWT and EAB together can address the RACH overload problem.
Proposal 2:
If Proposal 1 is agreed, it is proposed that RAN2 addresses the rest of RAN overload problem in EAB.
SA2 has identified many other features for MTC. These features may require additional RAN mechanism, which may be one of the identified mechanisms for RAN overload. For example, SA feature “MTC device triggering” may need RAN “Pull based scheme”. Therefore, it is proposed that except EAB and EWT, the discussion of other identified mechanisms in RAN overload SI can be delayed. The discussion can be reassumed if relation to a SA feature can be established and after SA finalizes their discussion on the related feature.
Proposal 3:
Except EWT and EAB, it is proposed to delay other identified mechanisms. The discussion can be reassumed if relation to a SA feature can be established and the related discussion in SA has finalizes.
3 Conclusion

Following proposals were made for further discussion.

Proposal 1:

It is proposed that RAN2 to discuss whether extended wait timer scheme is also used for RAN overload.

Proposal 2:
If Proposal 1 is agreed, it is proposed that RAN2 addresses the rest of RAN overload problem in EAB.

Proposal 3:
Except EWT and EAB, it is proposed to delay other identified mechanisms. The discussion can be reassumed if relation to a SA feature can be established and the related discussion in SA has finalizes.
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5 Appendix A: Basic simulation parameters

The following parameters in Table A are agreed in [1]. For this analysis, we only focus on heavy overloading scenario: device number is 30000 in a single cell, and the arrival distribution is beta distribution over 10 seconds.

	Parameter      
	Setting

	Number of MTC devices
	30000

	MTC devices arrival distribution
	Beta distribution over 10s

	Cell bandwidth
	5MHz

	PRACH Configuration
	6

	Total number of preambles
	54

	Maximum number of preamble transmission
	10

	Number of UL grants per RAR
	3

	Number of CCEs allocated for PDCCH
	16

	Number of CCEs per PDCCH
	4

	Preamble detection probability (in case of no collision)
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, where i indicates the i-th preamble transmission

	ra-ResponseWindowSize
	5 subframes

	mac-ContentionResolutionTimer
	48 subframes

	Backoff Indicator
	20ms

	HARQ retransmission probability for Msg3 and Msg4 (non-adaptive HARQ)
	10%

	Maximum number of HARQ TX for Msg3 and Msg4 (non-adaptive HARQ)
	5


Table A: Basic simulation parameters
With the simulation parameters above, we started our simulation with C-plane activation procedure step1 to step8 in Figure A from [2]. 
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Figure B.1.1-1: C-plane activation procedure (example for Rel-8)




Figure A: C-plane activation procedure for Rel-8/9

6 Appendix B: MTC specific backoff scheme

6.1 Different approaches
In the TR [3], MTC Specific Backoff scheme have been accepted and listed as one of the solutions. Based on the agreed simulation assumptions in Appendix A, we simulated several alternatives of MTC specific backoff scheme. The alternatives we tried include:

· Maximum number of preamble transmission adjustment;

· Service type classification;

· P-persistent approach;

· Wait timer adjustment;

· Backoff Indicator adjustment.

In following subsections, we provide the simulation result we acquired and analysis.

6.1.1 Maximum number of preamble transmission adjustment

For this alternative, we would like to investigate whether the MTC devices can increase their chances to connect to eNB when they are configured a higher maximum number of preamble transmission. The default set for preamble transmission is 10. From Table 1, allowing more preamble transmission actually impose heavier traffic in the eNB, and thus reduce the success probability. We conclude that this method doesn’t relieve congestion, but make the situation even worse.

	Times
	10
	11
	12
	13

	Collision Probability
	48.8%
	51.5%
	52.3%
	53.2%

	Success Probability
	28.1%
	25.4%
	23.5%
	22.5%

	Delay(ms)
	Average
	95.1673
	97.846
	99.1992
	102.4659

	
	10th
	16
	16
	16
	16

	
	90th
	189
	206
	215
	225

	Preamble Transmissions
	Average
	3.855
	4.0017
	4.0922
	4.2122

	
	10th
	1
	1
	1
	1

	
	90th
	8
	9
	10
	10


Table 1: Performance evaluation for Maximum Preamble Transmission Times Adjustment

Observation 1:
Without additional design, increasing preamble transmission times alone may make the network worse under overload network condition.

6.1.2 Service type classification
In this method, we classify MTC devices into two categories. One is delay tolerant device, denoted as DT device in Table 2. The other is delay sensitive device, denoted as DS device in Table 2. In our simulation, total number of MTC devices is 30000, and half of them are DT, and the other half is DS. For delay sensitive devices, they always apply 20ms backoff indicator. For delay tolerant devices, they use another backoff indicator, which is adjustable. Note that we only adjust the backoff indicator of delay tolerant devices and keep that of delay sensitive devices unchanged.

We can observe that as the BI of delay tolerant devices increase, the delay statistics of delay tolerant devices increase drastically, while that of delay sensitive devices only change slightly. Moreover, success probability of both types of devices rises significantly when delay tolerant devices apply large BI. The simulation result suggests that we can get much better success probability by assigning different BI value to MTC devices with different delay requirement.

	Backoff indicator for DT device (ms)
	20
	40
	80
	160
	320
	480
	640
	800
	960

	Collision Probability
	48.8%
	49.8%
	49.3%
	48.8%
	52.0
	51.0%
	49.9%
	48.0%
	45.4%

	Success Probability
	DT
	28.9%
	28.5%
	29.9%
	30.4%
	34.9%
	41.0%
	46.3%
	54.6%
	62.2%

	
	DS
	27.2%
	27.4%
	28.0%
	28.1%
	28.9%
	29.9%
	31.3%
	34.6%
	39.2%

	Delay(ms)
	Average
	DT
	93.3
	119.2
	184.2
	318.3
	652.9
	1120
	1588
	2058
	2524

	
	
	DS
	97.16
	97.94
	100.4
	101.5
	102.0
	100.4
	100.9
	101.6
	102.1

	
	10th
	DT
	16
	16
	16
	17
	21
	38
	35
	56
	56

	
	
	DS
	17
	17
	17
	19
	20
	21
	21
	21
	22

	
	90th
	DT
	183
	258
	410
	735
	1489
	2335
	3156
	3916
	4683

	
	
	DS
	192
	196
	199
	200
	196
	191
	192
	191
	191

	Preamble Transmissions
	Average
	DT
	3.794
	3.760
	3.925
	4.097
	4.514
	5.158
	5.446
	5.683
	5.800

	
	
	DS
	3.920
	3.967
	4.069
	4.091
	4.123
	4.199
	4.340
	4.376
	4.442

	
	10th
	DT
	1
	1
	1
	1
	1
	1
	1
	1
	1

	
	
	DS
	1
	1
	1
	1
	1
	1
	1
	1
	1

	
	90ths
	DT
	8
	8
	8
	9
	9
	10
	10
	10
	10

	
	
	DS
	9
	8
	9
	9
	9
	9
	9
	9
	9


Table 2: Performance evaluation for Service Type Classification
Observation 2:
Service type classification can satisfy the delay requirement of different MTC device types.
6.1.3 P-persistent approach

The concept of p-persistent approach is that MTC devices are given a predefined value p. In each time when a MTC device wants to start the random access procedure, it will randomly generate a random number between 0 and 1. If the generated number is smaller than the device’s P-persistent value, then it can and start RACH procedure and transmit RACH preamble. Otherwise, the device needs to backoff and wait for another interval to try again. The internal is specified by backoff indicator. In other words, when p is increased, more MTC devices can send preamble and less MTC devices need to do back-off.

Observed from Table 3, we can see that as we decrease p-persistent value, only limited improvement on successful probability, however delay statistics increases quickly.

	P-persistent Value
	0.95
	0.90
	0.85
	0.80
	0.75
	0.70
	0.60

	Collision Probability
	48.01%
	48.27%
	48.70%
	48.32%
	49.18%
	49.18%
	48.50%

	Success Probability
	27.57%
	28.28%
	27.86%
	28.45%
	27.71%
	27.75%
	28.57%

	Delay(ms)
	Average
	98.5
	99.0
	101.5
	108.3
	112.2
	114.6
	127.8

	
	10th
	17
	17
	18
	19
	20
	20
	25

	
	90th
	199
	200
	206
	219
	227
	236
	262

	Preamble Transmissions
	Average
	3.9063
	3.8768
	3.8222
	3.8906
	3.9656
	3.8466
	3.8835

	
	10th
	1
	1
	1
	1
	1
	1
	1

	
	90th
	8
	8
	8
	8
	9
	8
	8


	P-persistent Value
	0.50
	0.40
	0.30
	0.25
	0.20
	0.15
	0.10
	0.05

	Collision Probability
	49.06%
	49.22%
	48.77%
	48.44%
	49.19%
	47.92%
	47.41%
	42.79%

	Success Probability
	27.69%
	28.35%
	29.49%
	29.43%
	30.41%
	31.03%
	33.76%
	43.52%

	Delay (ms)


	Average
	149.6
	170.3
	217.5
	250.7
	303.8
	399.8
	605.8
	1296.2

	
	10th
	31
	35
	43
	51
	56
	65
	88
	147

	
	90th
	303
	357
	456
	535
	656
	871
	1327
	2906

	Preamble

Transmissions
	Average
	3.9903
	3.9005
	3.9795
	3.9795
	3.9966
	4.0987
	4.2759
	4.6209

	
	10th
	1
	1
	1
	1
	1
	1
	1
	1

	
	90th
	9
	8
	8
	8
	9
	9
	9
	9


Table 3: Performance evaluation for p-persistent adjustment

Observation 3:
P-persistent approach only gives limited improvement.
6.1.4 Wait timer

Table 4 shows the performance of different wait timer value. In this simulation, we use fixed wait timer for all MTC devices.

	Wait timer (ms)
	50
	100
	250
	500
	750
	1000
	1250
	1500
	1750

	Collision Probability
	48.85%
	49.92%
	49.27%
	39.80%
	30.99%
	23.33%
	18.24%
	14.19%
	11.53%

	Success Probability
	29.79%
	32.31%
	42.62%
	65.83%
	79.51%
	88.63%
	96.05%
	99.60%
	100.00%

	Delay(ms)
	Average
	254.2
	417.7
	983.1
	1973.4
	2891.2
	3764.9
	4458.5
	4797.5
	4898.7

	
	10th
	18
	21
	24
	27
	56
	33
	40
	34
	23

	
	90th
	580
	979
	2222
	4248
	6278
	8273
	10230
	10735
	10727

	Preamble Transmissions
	Average
	4.044
	4.1371
	4.485
	4.7138
	4.6752
	4.6259
	4.4552
	4.1102
	3.7294

	
	10th
	1
	1
	1
	1
	1
	1
	1
	1
	1

	
	90th
	9
	9
	9
	9
	9
	9
	9
	8
	7


Table 4: Performance evaluation for Wait Timer adjustment
As wait timer set to roughly 1000ms, the success probability is nearly 88%, and to 1250ms, the success probability can achieve 96%. This suggests that increased wait timer leads to higher success probability with the price of longer delay. It is a good tradeoff if the MTC device is delay tolerant. However, if the MTC device is not delay tolerant, applying uniform wait timer is not a good option to solve RAN overload problem.
Observation 4:
Wait timer can improve success probability for delay tolerant devices.
6.1.5 Backoff Indicator adjustment

Table 4 shows the performance of different backoff indicator.

	Backoff indicator (ms)
	20
	40
	80
	160
	320
	480
	640
	800
	960

	Collision Probability
	48.8%
	49.7%
	50.0%
	48.5%
	50.0%
	49.5%
	46.0%
	42.6%
	39.3%

	Success Probability
	28.1%
	28.5%
	29.2%
	31.3%
	35.6%
	41.4%
	48.1%
	55.8%
	64.1%

	Delay(ms)
	Average
	95.2
	126.6
	189.0
	320.1
	614.5
	933.0
	1296
	1648
	1942

	
	10th
	16
	17
	17
	21
	21
	22
	26
	25
	30

	
	90th
	189
	270
	425
	745
	1456
	2211
	3018
	3790
	4429

	Preamble Transmissions
	Average
	3.855
	3.915
	4.010
	4.086
	4.331
	4.483
	4.666
	4.786
	4.765

	
	10th
	1
	1
	1
	1
	1
	1
	1
	1
	1

	
	90th
	8
	8
	9
	9
	9
	9
	9
	9
	9


Table 5: RACH performance for backoff Indicator adjustment
As we can see, when backoff indicator is 20ms, every MTC device will retry in a short time. The first intuitive method is to extend backoff indicator to separate those burst MTC device. From Table 5, we can see that when backoff indicator increases, the success probability also increases. However, as a tradeoff, increased backoff indicator also leads to much longer delay and slightly more preamble transmission times.

Observation 5:
Extended backoff scheme can improve success probability at the cost of delay.

2/8

